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Preface

This book is the result of a collaboration between the authors that began back in
1990. We present an introduction to the oceanography of tides. This is a large subject
containing results of many authors. We therefore have confined our presentation to the
results we have taught and published.

CHAPTER I provides a short introduction to tide-producing forces. Their origin is con-
nected to the rotational motion of moon and Earth and Earth and sun. The origin of the
major tidal harmonic constituents are also linked to the Earths rotation. The harmonic
modela for the tides proposed by Thomson and developed by Darwin and Doodson are
described step by step and connected directly to the main orbital and rotational periods.
These include: the mean solar day, the sidereal month (27.321582 mean solar days), the
tropical year, (365.24219879 mean solar days), the period of the lunar perigee (8.8475420
years), the period of the lunar node (18.613188 years), and the period of the solar perihe-
lion (20,940 years). The origin of the major tidal variations is presented, in particular, how
the 18.6 year lunar nodal cycle is accounted for in the analysis of lunar tidal constituents
by use of amplitude (f) and phase (u) corrections.

CHAPTER II introduces hydrodynamics on a rotating Earth and the system of coordinates
used in computing tides. As tides belong to the class of the long waves a brief summary of
the essentials of long wave dynamics is given. Basic notions of long wave propagation such
as phase velocity, energy conservation and energy flux are introduced. Special attention is
given to the energy flux, which is an effective tool in tidal investigation. To understand the
main features of tide propagation, we begin by constructing the dispersive equation. Out of
this equation, the simplified cases such as Sverdrup waves, Poincare waves and Kelvin waves
are derived. Modification of the tide by bathymetry is shown in the context of trapped
shelf waves along the shore, and around the seamounts and islands. Since trapping in
shallow water often generates strong currents, we describe the nonlinear interactions that
lead to residual tidal currents.

CHAPTER III is concerned with the vertical and horizontal structure of the tidal currents.
We start by describing the bottom boundary layer (BBL) through analytical and numerical
solutions. These solutions show that the vertical scale of the BBL depends on the tidal
ellipse rotation. For clockwise and counter-clockwise rotation, two different scales are
derived. The scale also differs for the diurnal and semidiurnal tides, and can depend
on the proximity of the tidal periods to the inertial period. To examine the primary
characteristics of the tidal current distribution in the vertical, we present year-long analyses
of moorings around St. Lawrence Island (Bering Sea). The analyses show very different
behavior of the BBL for M2 and K1 constituents confirming analytical solutions. In very
shallow waters, both semidiurnal and diurnal currents are significantly magnified, resulting
in enhanced local mixing and tidal fronts. In proximity to the shelf, islands, headlands
and around banks, as a consequence of nonlinear interactions, tidal motion can generate
new frequencies (so called compound tides and overtides) and residual steady currents (e.g.
permanent eddies). These phenomena are shown to occur in the Okhotsk Sea, where the
diurnal tide predominates.

CHAPTER IV describes various aspects of tidal power generation. Since modern tidal
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plants tap both potential and kinetic energy, knowledge of tide distribution in the World
Ocean is critical in development of tidal power on a site-specific basis. To illustrate basic
tidal physics which govern the large tidal levels, six locations with very large tides were
identified. For exploitation of tidal energy it is important to understand the balance of
tidal energy at the specific sites. The balance involves an accounting of the energy inflow
and outflow to and from the local domain, and sources and sinks of energy within the
local domain. An example of the energy balance approach is discussed for the Okhotsk
Sea, where one of the worlds largest tidal ranges (13.9 m) have been recorded. The use
of potential energy generated by the sea level difference to produce electricity is explained
and connected to the tidal cycle. Such use of tidal power has been implemented very
slowly, because of the high costs of tidal power plant construction. The newer approach
is to use tidal currents, similar to the way windmills are used to tap wind energy. Simple
theory shows that the maximum power available from the moving fluid is proportional
to fluid density times velocity cubed. Because density of sea water is approximately 900
times greater than that of air, the same amount of energy as that generated by wind can
be achieved by water with much slower movement. While the development of tidal energy
will proceed regardless, it is important to develop a new branch of tidal dynamics which
will help to better understand the interaction between the natural tidal regime and the
future changes to be introduced by tapping the tidal power.
CHAPTER V presents superposition of tidal constituents and a number of points related to
tide analysis and prediction. For example, it is well known that the linear interaction of two
different waves result in two new oscillations, one with shorter period (sum of frequencies)
and one with longer period (difference of frequencies). The interactions of two semidiurnal
waves M2 and S2, diurnal K1 and O1 and mixed M2 and K1 are used to explore the
implications. Data records, one from Anchorage, (where the semidiurnal tide dominates),
and one from Mys Astronomicheski (Okhotsk Sea) (where the diurnal tide dominate), are
used to show inequalities in two regions with large spring and neap tides, which are not just
simple superposition, but rather a result of the summed strength of the tidal forces due
to the moon and the sun. As in the representation of the tidal potential and equilibrium
sea level in Ch. I, the real tidal sea level can be modeled as a superposition of harmonic
oscillations. Prediction of tides based on the four main constituents has been demonstrated
for Anchorage, Alaska and Outer Harbor, South Australia. Data for tidal analysis involves
two important requirements, the Nyquist frequency (for maximum sample interval) and
the Rayleigh Criterion (for the length of data record required in order to separate two
closely-spaced tidal constituents in a typical sea level record).
CHAPTER VI is a glossary of tide-related terms. An understanding of tides involves a
large range of sciences including astronomy, hydrodynamics, geodesy and geology. It also
involves a wide range of measurements from sea level recorders to satellite observations.
Because of the long and sometimes arcane history of the subject, some terminology is
rather obscure. Thus, short explanations of the certain astronomical and hydrodynamical
phenomena in relation to the tides are called for. Most (though not all) of the terms could
easily be found online, these days. Nevertheless, we felt it was still worthwhile to add
a glossary, because many people prefer to place their faith in the words of experienced
practitioner above those from a random internet search.
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CHAPTER I: TIDAL FORCES

1. BASICS OF CELESTIAL MECHANICS

Newton’s Second Law states a relationship between net force and acceleration F = ma.
For a falling object at the surface of the earth, the acceleration due to the force of gravity
is usually written g, so that

F = mg. (I.1)

Here g ≈ 9.8m
s2 , and m is the mass of the falling object.

Newton’s Law of Gravitation is an expression of the mutual gravitational attraction
between two masses, m1 and m2. The attraction is proportional the product of the masses
of the two bodies and inversely proportional to the square of the distance separating their
centers of mass (l). In the case of the falling object of mass m, and the earth, with mass
Me, we write

Fg = G
Mem

l2
(I.2)

Here G is the gravitational constant. At the earth’s surface l = re, and Eqs (I.1) and (I.2)
yield,

mg = G
Mem

r2
e

(I.3)

The earth’s mass is 5.97× 1024 kg, and the earth’s radius is 6.371× 106m. Therefore,
from Eq (I.3), the magnitude of the gravitational constant follows:

G = 6.673 × 10−11(
m3

kg s2
). (I.4)

The masses of the sun and moon relative to earth are

Sun 333420; Earth 1; Moon
1

81.53
;

Kepler’s First Law states that the orbit of a planet is an ellipse with the sun located
at one focus. Fig. I.1 depicts an ellipse with the sun (S) at one of the foci. Denoting the
distance A′C = AC = a as the major semi-axis, the distance from the center (C) to the
focus is ae. Then e = ae/a is called eccentricity of the ellipse. The distance of the planet
from the sun is the shortest at perihelion

SA = a − ae = a(1 − e) (I.5a)

At aphelion (point A′) the planet is at the longest distance from the sun,

SA′ = a + ae = a(1 + e) (I.5b)
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Elliptical orbits.  Semi-major axis a, eccentricity e =ae/a,   
    is  the  distance from the center of the sun (S) to the  
 center of the planet (P)   
l

,  Φ is the true anomaly.

The measured distances in eq(I.5a) and eq(I.5b) give for the eccentricity of the
Earth’s orbit e = 0.01674. Equation of an ellipse can be also written in the polar
coordinates. Denoting distance from the focus (S) to the planet (P) as the radius vector l
and the angle ASP (from perihelion counterclockwise) as φ, we can write;

l =
a(1 − e2)
1 + e cosφ

(I.6)

The angle φ is often called the true anomaly of the planet. For φ = 0◦ (perihelion) l is
equal to eq(I.5a) and for φ = 180◦ (aphelion), l is equal to eq(I.5b).

Consider polar coordinates (l, φ) given in Fig. I.2. Setting the origin of coordinates
at the center of the sun, the radius vector ~l/l is directed from the sun to the planet.
Vector ~s denotes direction along the planet’s path and vector ~n is normal to s. To define
components of velocity let the planet P travels a small distance ds along the arc from the
point 1 to the point 2.
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Components of the velocity vector ~v = d~l
dt along the tangential and normal directions

can be defined as,

vs = l
dφ

dt
= v vn = 0 (I.7a)

and the components of acceleration vector d2~l
dt2 are,

dvs

dt
=

dv

dt

dvn

dt
=

v2

l
(I.7b)

Setting Ms as the mass of the sun and Mp that of a planet, the force of attraction
expressed by eq(I.2) can be written in the vector form as,

~Fg = −G
MsMp

l2

~l

l
(I.8)

Using above defined expression for the acceleration along the direction normal to the
planet’s arc the centrifugal force is

~Fω = Mp
v2

l

~l

l
(I.9)
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To gain insight into the second Kepler law which states that the radius vector from the
sun to the planet describes equal areas in equal times; we specify the moment of force.
Introducing moment of the force ~N as the vector product of the force ~Fg and the radius
vector

~N = ~l × ~Fg (I.10)

it follows that ~N = 0, since both force and radius vector are parallel.
For the planet in its motion around the sun the vector sum of the two forces ought to

be zero,

Mp
d2~l

dt2
− G

MsMp

l2

~l

l
= 0 (I.11)

Vector product of this equation by radius vector ~l yields

Mp
~l × d2~l

dt2
= 0 and therefore Mp

~l × d~l

dt
= Const (I.12)

Since the angular momentum of planet is constant it will be easy to conclude that the
areal velocity is constant as well. Eq(I.12) leads to the following results

Mp|l||l
dφ

dt
| sin(90◦) = Mpl

2 dφ

dt
= Const (I.13)

Introducing polar coordinates as in Fig. I.2, with the radius l and the polar angle φ, the
element of surface is

ds =
1
2
l2dφ (I.14)

or differentiating above equation with respect to time it follows from eq(I.13) that,

2
ds

dt
= l2

dφ

dt
= Const (I.15)

Thus the law of angular momentum leads to conclusion that planets move with the constant
areal velocity. Which in turn confirm well known observations that linear velocity along
the orbit of the planet is variable with the largest velocity at perihelion (shortest radius
vector) and smallest at aphelion (see Fig. I.1).

2. TIDE–PRODUCING FORCES

Moon and earth and earth and sun are locked in the rotational motion. In such motion
the mutual gravitational attraction is balanced by the centrifugal force resulting from the
rotation around the common center of gravity (barycenter). To simplify consideration we
shall make assumption that the tidal phenomenon is dominated by the moon.

Stability of the earth-moon system will require that the sum of all centrifugal and
attraction forces should be zero. While this statement is true for the centers of the earth
and moon the balance does not occur in every point thus leading to the forces generating
tides. The same law defines the annual motion of the earth around the sun and the tide
generating forces due to sun. As is well known the centers of gravity of earth and of
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moon are moving around the common center of gravity (barycentre). Actually, this
system is a twin planets system moving around the common center. Barycentre, due to
the difference of the mass of earth and moon, is located approximately 3/4 of the earth’s
radius from the earth center. To find the position of the common center lets use Fig. I.3
and denote the distance from the common center to the center of the earth as roe and to
the center of the moon as rom.

••

roe r om

V

V

F ω
F g

O 3

O 1
O 2 F ωF g

r e

Figure I.3 

Earth-moon interaction.  O 2 location of the 
common center of mass.  V tangential velocity 
to the trajectory. 

The coordinate of the barycentre rc are defined as,

rc(Mm + Me) = r1Me + r2Mm (I.16)

Setting the origin of the coordinates at the center of the earth, yields rc = roe, r1 = 0,
r2 = l = roe + rom, therefore, eq(I.16) simplifies to

roe =
Mml

Mm + Me
(I.17)

The mean distance between the center of the earth and the center of the moon is close to
60 earth radii, l = 60.3re. Since Me = 81.53Mm, from eq(I.17) roe = re60/82.

The earth and moon are locked in the motion, rotating with the period of one month.
The earth-moon system is kept in the dynamical equilibrium by two forces. One of them
is the centrifugal force:

Fω = M
V 2

ro
(I.18)
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Here M is the mass of earth or the moon, V is the velocity of the earth or moon and ro is
the radius of the orbit either of the earth (ro = roe) or the orbit of the moon (ro = rom)
(see Fig. I.3). The second force (Fg) is the force of gravitational attraction. For the
earth-moon system it is expressed as:

Fg = G
MeMm

l2
(I.19)

Here l = roe + rom is the time-dependent distance between the center of the earth and the
center of the moon. For the system earth-moon to be in the equilibrium the vector sum
of the two forces ought to be zero, both in the center of the earth and in the center of the
moon (see Fig. I.3). Therefore, ~Fω must be equal ~Fg,

~Fω = ~Fg (I.20)

The rotational motion around common center of gravity is somewhat different from the
motion described by a wheel. Earth and moon revolves around the common center without
rotation through a simple translation. To explain this revolution without rotation we
invoke geometrical interpretation given by Darwin (1901) and Defant (1960). Consider
points A and B on the earth (Fig. I.4).

•

•

•

•

•

•
•

•

•

•

•

•

r o

r o

r o

O
O

1

O
2

A

AA
B

B

B

1

O
1

Figure I. 4
Rotation around common center O2. System of the centrifugal forces and

circular orbits traced by points A, B, and O1.

To simplify considerations and to make picture more lucid we moved the barycentre
O2 from inside the earth to the outside. The revolution of the earth around point O2

proceeds in such way that every particle located on earth describe a circle of the same
radius r = ro (Fig. I.4). Therefore, for each particle, accordingly to eq(I.20)

(Fω)A = (Fω)B = (Fω)O1 = Fg (I.21)

Thus, every point in the revolving motion is subject to the equal and parallel centrifugal
forces. Stability of the earth-moon system will require that the sum of all centrifugal and
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attraction forces should be zero. While this statement is true for the centers of the earth
and moon the balance does not occur in every point leading to the forces generating tides.

•
F ω

O 3
O 1

F r
r e

Z

m

r

r om + r oe

F rt α

Figure I.5 

Earth-moon interaction.  Forces acting on the 
mass m located on the surface of the earth.

EARTH

MOON

l  =

F ω t

F ω t

To find these forces let us consider a mass m located on the earth’s surface (Fig. I.5).
The centrifugal force Fω is the same for the every point on the earth and according to
eq(I.21) is equal to the force of attraction which moon exerts on the mass (m) located at
the center of the earth;

Fω = Fg = G
Mmm

l2
(I.22)

The force of the moon attraction acting on the mass m located on the earth’s surface
(see Fig.I.5) is

Fr = G
Mmm

r2
(I.23)

Projection of these forces on the tangential direction to the earth’s surface yield,

Fωt = G
Mmm

l2
sinZ (I.24)

and

Frt = G
Mmm

r2
sin(Z + α) (I.25)
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Where Z is zenith angle.
Summing up these forces we arrive at the tide generating force Ft

Ft = GMmm
[sin(Z + α)

r2
− sinZ

l2
]

(I.26)

From the triangle O1,m,O3 we can find:

sinZ

r
=

sin(π − Z − α)
l

=
sin(Z + α)

l
(I.27)

Therefore in eq(I.26) sin(Z + α) can be expressed by sinZ and

Ft = GMmm
[sin(Z + α)

r2
− sinZ

l2
]

= GMmm sinZ
( l

r3
− 1

l2
)

(I.28)

Again using the triangle O1,m,O3 the distance r is defined as:

r2 = l2 + r2
e − 2rel cosZ (I.29)

Since the equatorial parallax ratio for the moon re/l is very small number (1/60.3) and
for the sun this number is even smaller

re

lm
= 0.01658

re

ls
= 4.2615× 10−5

the terms of the higher order (r2
e/l2 ' 1/3600) will be neglected. Developing above equa-

tion into binomial series we arrive at,

1
r3

' 1
l3

(
1 +

3re

l
cosZ

)
(I.30)

Introducing this result into the horizontal component of the tide generating force,
yields,

Ft = GMmm sinZ
( l

r3
− 1

l2
)

= 3GMmm
re

l3
sinZ cosZ =

3
2
GMmm

re

l3
sin2Z (I.31)

Repeating similar considerations for the forces directed along the normal direction to the
surface of the earth, we arrive at,

Fn = Frn − Fωn = 3GMmm
re

l3
(cos2 Z − 1

3
) (I.32)

To the tidal forces the notion of the potential (Ω) can be ascribed assuming that force per
unit mass (F/m) and potential are connected as follows

~F

m
= −∇ΩT (I.33)
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In the system of coordinate from Fig. I.5, normal direction is away from the center of the
earth and tangential direction is along Fωt (compare also Fig I.2),

−Ft/m = −∂ΩT

∂s
= − 1

re

∂ΩT

∂Z
(I.34)

Fn/m = −∂ΩT

∂n
= −∂ΩT

∂re
(I.35)

Using eqs(I.31) and (I.32) the potential of the tidal force follows,

ΩT =
3
2
GMm

r2
e

l3
(
1
3
− cos2 Z) (I.36)

This expression is of the first approximation. It works well for the sun-earth interaction
but because of the moon proximity to the earth sometimes higher order effects become
important. For such case the distance in eq(I.29) can be developed to derive next term in
series;

ΩT =
3
2l

GMm

[r2
e

l2
(
1
3
− cos2 Z) +

r3
e

l3
(3 − 5 cos2 Z)

]
(I.37)

One possible approach for the evaluation of the magnitude of the tide generating
force is to compare it with the gravity force acting on mass m located on the earth’s sur-
face. Expressing gravitational constant from eq(I.4) and taking sin2Z = 1, the magnitude
of Ft equals

Ft = mg
3
2

Mm

Me

(re

l

)3 (I.38)

for the moon Ft = mg8.43× 10−8 and for the sun Ft = mg3.87× 10−8

Thus the moon and the sun tide producing forces are very small in comparison to the
gravity force mg. The tide generating force due to the moon is approximately 2.2 times
greater than the tide generating force due to the sun. Such force will cause a man weighing
100 kg to loose (maximum) 12.3 × 10−8 of 100 kg, which is equal 12.3 × 10−3 g. To
understand why such a small force has such a strong influence on the ocean dynamics
it is enough to recall that the pressure force due to sea level change in the storm surge
phenomena possesses the same order of magnitude.

3. EQUILIBRIUM TIDES

Equilibrium or static theory of tides has its root in the Newton works. Later it was
developed by Bernoulli, Euler and MacLaurin (see Cartwright, 1999). Considerations
involve assumption that the entire globe is covered by water, but the main tenet of the
theory assumes an equilibrium between hydrostatic pressure and external (disturbing)
forces. Henceforth the sea level change is defined by a simple equation;

−mg
dζe

ds
= Ft (I.39)
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Here ζe denotes elevation of the free surface above mean (undisturbed) sea level. According
to Fig.I.5 ds = redZ. Introducing this dependence and expression for the Ft from eq(I.31)
into eq(I.39), and using eq(I.3), we arrive at

−mg

re

dζe

dZ
= mg

3
2

Mm

Me

(re

l

)3 sin2Z (I.40)

and after integration

ζe =
reMm

Me

(re

l

)3(3
2

cos2 Z + c
)

(I.41)

Assuming that the tide does not change the water volume, the above constant can be
defined from (Proudman, 1953),

∫ π

0

(3
2

cos2 Z + c
)
sinZdZ = 0

Thus c = −1/2, and eq(I.41) defines the sea level change

ζe =
3
2

reMm

Me

(re

l

)3( cos2 Z − 1
3
)

= K
(
cos2 Z − 1

3
)

(I.42)

where

K =
3
2

reMm

Me

(re

l

)3

Using the lunar values, K ≈ 0.54; using the solar analogs we find K ≈ 0.24. For
the combined lunar and solar effect, K ≈ 0.79. Here we may also relate the sea level to
the previously introduced (eq.I.36) tidal potential. Comparing eq.(I.36) and eq.(I.42) we
arrive at the expression,

ΩT = −gζe (I.43)

According to eq.(I.42) the free surface of the ocean is deformed from the globe to an
ellipsoid (see Fig.I.6). Sectors in syzygy with the moon (around points 1 and 2), where
Z = 0 and π will depict the maximum tide, equal to:

ζe
max =

reMm

Me

(re

l

)3 =
2
3
K (I.44)

Sectors in quadrature with the moon (proximity of points 3 and 4), where Z =
π/2 and 3π/2 will depict the minimum tide, equal to:

ζe
min = −reMm

2Me

(re

l

)3 = −1
3
K (I.45)
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Figure  I.6 

Change of the shape of the oceanic free surface 
from the globe to an ellipsoid due to tidal forces. 

Above theory has its roots in Newton research but it was first proposed by Bernoulli
in 1740 who used it to explain many tidal features such as periodicity or inequalities
between successive high waters and low waters. It was used by subsequent researchers and
practitioners as a simple tool to recognize the basic tidal processes and for computing tide
tables. This is called equilibrium or static theory. We shall investigate the dynamic tidal
theory in Chapter 2. For now let’s consider a channel along the earth’s equator and ask a
question whether the tide generated by Moon or Sun in this channel will follow the Moon
or Sun without delay? The equatorial distance is close to 40,000km. If this distance is
traveled in 24h the speed is 1,667km/h. The long wave whose celerity is defined as

√
(gH)

will travel the same distance in 24h assuming the ocean depth is 21.8km. Such depth does
not exist in the oceans and therefore the tidal wave will follow the Moon or Sun, but with a
time delay which cannot be described solely from the static tidal theory. Actually the mean
ocean depth is close to 4 km, therefore the mean celerity is approximately 200 m/s which
for the wave period of 24 hr results in the wave length of 18000 km. This simple example
demonstrates that the tide wavelength is much bigger than the ocean depth. For such long
waves the motion will be influenced by the bottom drag thus slowing the progression of
the wave forced by the moon (or sun) attraction.

The tide-producing forces and tidal potential are functions of the zenith angle. Now
we turn our attention to express this angle through the system of coordinate which takes
into account the position of the external body and position of the observer. In Fig.I.7 the
observer at the point O, can define the point on the celestial sphere which is located
directly above his head.

This is zenith (ZN) and an associated point in opposite direction is called nadir (ND).
The line connecting the center of the earth with the north pole if continued to the celestial
sphere define a point called celestial north pole (NP).
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Φ

δ
γ

Figure I. 7
Celestial sphere. Observer is at the point O. The red color denote local

system of coordinates: horizon, zenith (ZN) and nadir (ND). The green color
denotes geographical coordinates: equator, north pole(NP), south pole (SP),
observer’s meridian (points NP, ZN, SP), Φ latitude of the observer, δ latitude
of the celestial body (S), also called declination. Point γ where ecliptic crosses
equator is called vernal equinox

Opposite point is called celestial south pole (SP) and continuation of the equatorial
plane onto celestial sphere defines celestial equator. Therefore, the two systems of coordi-
nates can be used on the celestial sphere: the local one related to the observer (red color in
Fig.I.7), it is defined by the zenith, nadir and the plane of horizon, and the general system
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(green color in Fig.I.7), defined by the north and south poles and the equatorial plane.
Both system of coordinate play important role in tidal calculations. Observer’s meridians
joins the north pole, zenith point and south pole.

Sun, moon, planets rise in the east, climb the celestial sphere until they transit ob-
server’s meridian and then a decrease in altitude follows. The declination of the moon,
sun or any celestial body denoted δ is the angle defined from the equator plane along the
meridian of the body to the body’s position on the celestial sphere. In case of the sun the
plane in which it travels is called ecliptic. Hence for the sun the declination is an angle
between the planes of the equator and ecliptic. The declination of the body is measured
in the similar fashion as the latitude of the observer. To relate zenith angle Z to position
of the celestial body and to position the observer let consider Fig.I.8 with the three main
meridians: observer’s meridian, celestial body (S) meridian (hour circle) and Greenwich
meridian. First we define the hour angle as an angular distance along celestial equator
from the meridian of an observer to the meridian of the celestial body. The hour angle
is also contained in the spherical triangle S, NP, ZN. The hour angle is measured from
the moment a celestial body will transit observer’s meridian. It increases by 360◦ in one
day. Moreover this angle is closely related to the longitude and to the time. The longitude
of the observer’s meridian is measured from the Greenwich meridian to the east. The
time is measured westwards from the Greenwich meridian to the celestial body meridian
(see Fig.I.8). Denoting hour angle as α, longitude of the observer as λ and time angle of
celestial body as t, one can write

α = λ +
360◦

T
t (I.46)

Here T denotes period required by celestial body to return to the observer’s meridian.
This time should be close to one day, but it is different for the moon and the sun. Before
proceeding to develop formulas for the zenith angle let us notice an important point for the
reckoning on the celestial sphere. This is a point where ecliptic intersects the equatorial
surface (γ), see Fig.I.7. This the first point of Aries or vernal equinox when the sun crosses
equatorial plane ascending from southern to northern hemisphere. This point is often
taken as beginning of coordinate system to calculate the longitude of the celestial bodies.
The longitude is calculated positive eastward from γ.

From the spherical triangle S, NP, ZN in Fig.I.7 and Fig.I.8 the zenith angle Z is
defined as,

cosZ = cos δ cosφ cosα + sin δ sinφ (I.47)

Defining the zenith angle in terms of the declination (of the sun or moon), the latitude of
the observer, and the hour angle is a key step in placing the equilibrium sea level in terms
of readily available parameters.
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✪
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Figure I.8

Celestial sphere. Points are: O observer, ZN observer’s nadir, S celes-
tial body. Points NP, ZN, ZN’ and SP depict the meridian of the observer.
Points NP, S, S’, SP denote the meridian of the celestial body (also called
hour circle). Points NP, G, G’, SP describe the Greenwich meridian. Angle
ZN, O, S is zenith angle (Z). Angle ZN’, O, S’ is the hour angle (α), equal
Time +Longitude. Longitude of the observer (λ) is measured eastward from
the Greenwich meridian, time (T) of the celestial body is longitude measured
from the Greenwich meridian westward to the meridian of the celestial body.
Hour angle denotes time (or angle of longitude) measured westward from the
observer’s meridian to the meridian of the celestial body.

Using Eq. I.47, we can express I.42 (for equilibrium sea level) in terms of the angles we
have just defined, which are more convenient than the zenith angle Z. Again, here we use
the lunar values, but the solar equivalents could equally well have been used. Substituting
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Eq. I.47 into Eq I.42, we obtain

ζe = K(cos2 Z − 1
3
)

=
2K

3
[(3

2
cos2 φ−1

)(3
2

cos2 δ−1
)
+

3
4

sin2φ sin 2δ cosα+
3
4

cos2 φ cos2 δ cos 2α
]

(I.48)

The equilibrium sea level can be split into three terms based on frequency.

The first term:
ζe
long−period =

2K

3
(
3
2

cos2 φ − 1
)(3

2
cos2 δ − 1

)
, (I.49)

does not include the hour angle (hence has no longitudinal dependence), but does depend
on the declination of the celestial body (moon or sun) and the latitude of the observer. The
latitude dependance produces a maximum at the poles and a minimum at the latitudes
±35◦16′. The declination δ undergoes monthly variations in case of the moon, and yearly
variations in case of the sun. Since cos2 δ = 0.5(1 + cos 2δ), the periodicity is one-half of
the above periods. Thus this term is the source for the semi-monthly and semi-annual
periods.

The second term:
ζe
diurnal =

K

2
sin2φ sin 2δ cosα, (I.50)

depends on the hour angle, declination and latitude. The cosα dependence on the hour
angle shows that this term generates the diurnal oscillations. The latitude dependence
generates the maximum tide at the latitudes ±45◦ and the minimum at the equator and at
the poles. The declination imparts a slow amplitude modulation and the sign of this mod-
ulation will change from positive to negative when the celestial body crosses the equator
from the northern to the southern hemisphere. In all three terms the distance l changes
over one month for the moon (one year for the sun) in accordance with the usual elliptical
motion of celestial bodies.

The third term:
ζe
semi−diurnal =

K

2
cos2 φ cos2 δ cos 2α, (I.51)

generates the semi-diurnal periods since it is proportional to cos 2α, and since α, the
hour angle, moves through 360◦ each lunar ( or solar in the case of the sun) day. The
sea level also depends on the declination δ of the celestial body, and the latitude (φ) of
the observer. The change of the declination over the semidiurnal period is slow. Since the
semi-diurnal term is proportional to cos2 δ the maximum occurs when the celestial body
is above the equator and is at a minimum at the poles.

Had additional terms in the approximation (Eq. I.30) been retained, higher frequency
constituents (ter-diurnal etc.) would have been obtained. We may now proceed to express
the equilibrium tide in terms of harmonic constituents; before doing so, however, we will
review the basic elements of the earth-moon-sun orbital motions.
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4. THE ORBITS OF EARTH AND MOON

The sea level produced by the tidal forcing is a function of the various astronomical
parameters. As we have seen, primary among these are the revolution of the moon around
the earth, the earth around the sun, and the rotation of the earth around own axis. These
result in the three main tidal periods, i.e, monthly, yearly and daily.

The Earth orbit around the sun is ellipse with eccentricity e=0.01674. The shortest
distance along the major axis at perihelion is reached on January 2, and the longest
distance at aphelion is reached on July 2, see Fig. I.9. Therefore, dependence of the
equilibrium tides on the distance suggests that tide producing force due to the sun is
larger in the winter. The fundamental period is equal 365.24 days. During one year the
moon completes about twelve elliptical orbits around the earth with the period of 29.5
days.
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FIGURE I. 9
Sun, earth and moon in the orbital motion. Aphelion denotes the earth’s

longest distance from the sun, perihelion is the shortest distance. The moons
shortest distance from the earth is called perigee, apogee is the longest distance

The shortest distance of the moon from the earth being called perigee and the longest
apogee. The eccentricity of the moon orbit is e=0.055. Therefore, the moon ellipse is
much more elongated than the sun orbit. This will result in the large difference of the tide
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producing forces between apogee and perigee. The ratio of the tidal forces at apogee and
perigee is 1.4:1 for the moon and 1.11:1 for the sun. The line joining apogee and perigee
(the line of apsides) rotates slowly, making one complete revolution in about 8.85 years.
The period of the lunar perigee is one of the important data in computing tide papameters.
None of the described motions take place in the equatorial plane. Among many factors
which influence tidal cycles the inclination of the ecliptic to the equator and the inclination
of the lunar orbit to the equator are the most important. In Fig. I.7 we have defined the
declination as the inclination of the ecliptic (i.e. the sun trajectory on the celestial sphere)
to the equatorial plane. The declination (or latitude) of the ecliptic changes from 23◦27′

north of the equator to 23◦27′ south of the equator. The moon is also slightly inclined to
the ecliptic with an angle of 5◦9′, see Fig.I. 10. The moon maximum declination changes
from 28◦36′ to 18◦18′. These limits are reached every 18.6 years. The plane of the moon
orbit intersect during one month the ecliptic plane at least at two points, called nodal
points. If entire system were the earth and moon only, the moon will be always repeating
the same trajectory with the same nodal points.
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L I
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FIGURE I. 10
Moon in the orbital motion as seen from earth. Lunar orbit intersection

with ecliptic (point LI) is called nodal point.

The effect of the sun is perturbation of the moon orbit. As a result of the perturbation
the nodal points do not remain in the fixed position. They moved westward on the ecliptic
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completing one cycle in 18.6 years. This is one of the major period of the tide producing
forces.

The monthly cycle of the moon latitudinal movement from 28◦36′ N to 28◦36′ S
should have a strong modulating effect over semidiurnal and diurnal tides with a monthly
period. During one day period the moon position on the celestial sphere will change only
slightly thus in the first approximation one can assume that the shape of tidal envelope is
permanent over diurnal cycle. The tidal elipsoid stays aligned with the moon, but due to
the moon declination the observator in the fixed point on the rotating earth will encounter
various sea level of the tidal elipsoid, as he is carried by earth’s rotation through the
various phases of the tidal envelope. To describe this effect let consider the tidal ellipsoid
generated by the moon (or sun) when the moon is not located in the equatorial plane so
the declination is not equal to zero. We use in Fig.I.11 examples suggested by Dronkers
(1964).

Moon
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LW

I

II

III

FIGURE I. 11
Tidal envelope and generation of diurnal and semidiurnal tides, according to
Dronkers (1964)

Consider observational point on the earth’s surface located at the equator. Due to
the daily rotation this point will travel along latitudinal circle (equator). The high water
level (HW) occurs when the observational point pass under the moon (moon passes the
oberver’s meridian) and when this point is on the opposite side of the earth. The low water
level (LW) occurs when the moon rises or sets in the observational point. Henceforth, the
observational point will encounter two low and two high sea levels during one day, see
tidal record I in Fig.I.11. At the equator the semidiurnal tide is quite symmetrical. This
symmetry is broken at higher latitudes. Record II in Fig.I.11 depicts quite strong daily
inequality in the semidiurnal tides. Away from the equator the diurnal tides are growing
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stronger and eventually at the high latitudes (record III in Fig.I.11) this period completely
dominates the tidal record. Daily inequalities can be studied precisely by using formulas
for the semidiurnal equilibrium tide (eq I.50) and for the diurnal tide (eq I.51).
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FIGURE I. 12a
Moon orbital motion. Maximum tides (spring tide) occur at both new (NM)
and full moon (FM). Minimum tides (neap tides) occur at the first quarter
(FQ) and the last quarter (LQ). The alignment of the sun, earth and moon is
called syzygy.

The moon revolves around the earth in one synodic cycle from the new moon (NM) through
the first quarter (FQ), the full moon (FM), the last quarter (LQ) and back to the new moon
in one synodic cycle equal to 29.53 days (Fig.I.12a). The various positions of these celestial
bodies will result in the various magnitude of the tide producing force. The maximum of
tides (spring tide), occur at the new moon and at the full moon when the earth moon
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and sun are in one line. This alignment is called syzygy. Minimum of tide (neap tides)
occur at the first and last moon quarters.
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FIGURE I. 12b
Moon orbital motion. During new moon (NM) alignment of the sun, earth
and moon the strongest tides occur, since the distance from the earth to both
the sun and moon is the shortest one.

Because during one month the spring and neap tides occur two times the basic period
is close to two weeks. The syzygy position is important one because the diurnal and
semidiurnal tides will be strongly modulated by the monthly and semi-monthly periods.
The alignment shown in Fig. I.12a is not unique, the moon is revolving around the earth
along an elliptical trajectory and the earth can be located in one of the two foci the way
it is depicted in Fig.I.12a or in Fig.I.12b. The moon position in the Fig.I.12b will generate
the strongest tides since the shortest distance from the earth to both the sun and moon
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will occur during new moon (NM) perigee.
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FIGURE I. 13
Moon revolution around the earth and earth revolution around the sun, ac-
cording to Macmillan (1966)

The spring/neap cycle may be understood in terms of two signals (in this example the semi-
diurnal tides (”M2” and ”S2”) going in and out of phase over the course of a fortnight. This
phenomenon is known as a ”beats” or ”beating” and in the context of tides is not confined
to M2 and S2. When any pair of slightly-different frequencies (of similar amplitude) add
together, their sum undergoes a regular cycle between near-zero magnitude (neaps), and a
magnitude equal to the sum of the pair (springs). The period between successive ”neaps”
is equal to the inverse of the absolute value of the difference between the two frequencies.
The frequencies of M2 and S2 are 1.9322 d−1 and 2.0 d−1 respectively (where d is mean
solar day); their difference is the beat frequency 0.0678 d−1, the inverse of which, 14.75
d−1, is the beat period - also known as the fortnightly or spring-neap cycle. In the case
of M2 and S2, the average of the pair is slightly less than 2 d−1 - thus, about two highs
and two lows per day. The modulation frequency is half the difference, which comes to a
period of 29.49 days. Because the modulation is indistinguishable over the two halves of
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the cosine cycle, there are two neaps and two springs per 29.49 days - thus, a neaps every
14.75 days.

The diurnal period related to the moon producing forces is equal about 24.84 h. Every
day transit of the moon across the observer’s meridian is 0.84 h (50 min) later. To deduce
the moon successive transits let’s consider closely the motion of the earth and moon during
one month - Fig.I.13. The moon moves counterclockwise about 12.5◦ per day, because the
earth’s rotation takes place in the same direction, the observer’s meridian (see Fig.I.13) will
not be aligned with the moon in 24 h period. Additional, about 12.5◦ will require about 50
min, since one degree (on the earth) corresponds to 4 min time lag. Moon periodic motion
around the earth defined by synodic month (period between two identical moon phases)
is not equal to the lunar sidereal month (sidereal meaning with respect to a fixed reference
frame). The reason for this difference is that the earth and moon jointly revolve around
the sun. The results of combining the moon monthly revolution and the earth’s annual
revolution are shown in Fig.I.13, according to Macmillan (1966). During one sidereal
month the earth moves from point A to B, thus advancing about 29◦. After that period the
star, the moon and the earth are aligned again. The period is called sidereal month and
is equal 27.3 days. However the sun is not aligned, because during the one sidereal month
the earth moved around the sun, for the moon to be in line with the sun, it must revolve
additionally about 29◦ or about 2.2 days, thus completing one synodic month in about 29.5
days. This alignment will also result in the strongest tides since the shortest distance from
the earth to both the sun and moon will occur during new moon (NM) perigee. Generally,
we can deduce from the above considerations that the time of one complete revolution of
the moon around the earth will depend on the system of reference. Frequently, together
with the synodic and sidereal definitions, the nodical and anomalistic months are used as
well (see below table).

Table I.1 Duration of the month according to the reference system

Reference system Month Duration

Moon node Nodical 27.2122 d
Star sidereal (tropical) 27.3216 d
Moon perigee anomalistic 27.5546 d
Moon phase synodic 29.5306 d

5. THE HARMONIC CONSTITUENTS OF THE EQUILIBRIUM TIDE

The sea level in eq(I.48) depends in a quite complicated fashion on the latitude of
the observer, the distance to and declination of the celestial body, and the hour angle,
with the latter three all being functions of time. This does not make a convenient basis
for the representation of the tides. The harmonic model (Eq.I.52) proposed by Thomson
(Lord Kelvin) (1882), and developed chiefly by Darwin (1901) and Doodson (1921;
reprinted in 1954) enabled tidal scientists to analyse tidal records in terms of a set of
parameters (such as the current longitude of the moon) which vary in a simple clocklike
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fashion. Doodson’s (1921) tidal potential model became the basis for most tidal analysis
and prediction schemes through the 20th century. Summaries may be found in Neumann
and Pierson (1966), Dronkers (1964), Dietrich et all. (1980), and Pugh (1987).
The theory was put on a more modern foundation by Cartwright and Tayler (1971),
with minor corrections published by Cartwright and Edden 1973 (collectively ”CTE”).
Kantha and Clayson (2000) give an excellent elaboration of the methods of CTE.

The names of the basic tidal constituents (M2, K1, etc.) originated with Sir William
Thomson (Lord Kelvin) and Sir George Darwin in the 19th and early 20th centuries.
Cartwright (1999), pp. 100-103, provides an interesting account of how the convention
developed. Aside from ”S” for solar and ”M” for moon (lunar), the rationale for the letters
is not obvious. The subscript specifies the species. The harmonic analysis introduced
by Thomson found primary application in harmonic development of the tide-generating
potential by Darwin (1901) who introduced the basic tidal constituents and their names.
Further extention to about 400 constituents was made byDoodson (1921). In Tables I.3
and I.4 we define 11 major constituents in the semidiurnal, diurnal and long period range
of oscillations. General symbols like M and S refer to lunar and solar origin. The subscripts
1 and 2 refer to diurnal and semidiurnal species respectively. Hence M2 is semidiurnal
constituent due to the moon attraction with the period equal to half of the mean
lunar day. S2 is semidiurnal constituent due to sun attraction with the period equal
to half of the solar day. The constituent N2 is called the lunar elliptic semidiurnal
because it depends on the changes of distance. The constituents K2 is called a luni-solar
declinational semidiurnal constituent because it depend on the changes in the moon
and sun declination and not on the changes in distance. Both declinational constituent due
to the sun and the moon have the same period. Similarly K1 constituents for the moon
and sun have the same period, therefore they are combined into one luni-solar diurnal
constituent. It is interesting to see from the Tables I.3 and I.4 that the main solar and
lunar constituents are not identified as S1 and M1. These should have periods of the mean
solar day and the mean lunar day but these diurnal constituents depend on the declination
as sin 2δ, hence the input of these terms is close to zero. Three long-period constituents Mf,
Mm and Ssa are considered. The most important constituent is the lunar fortnightly
(Mf) with period 13.661 day. It is associated with the variation of the moon’s monthly
declination. The monthly lunar period Mm is related to the monthly variation of the
moon’s distance and therefore this period is also named as elliptic. This period is equal to
27.555 day it is so called anomalistic month.

Doodson represented the equilibrium sea level as a sum of n individual harmonic waves,
each having one of two forms:

ζe
n =

1
g
CnSDGmsFD(φ) cos(Vn(t) + d1λ) or ζe

n =
1
g
CnSDGmsFD(φ) sin(Vn(t) + d1λ).

(I.52)

The meaning of the terms in Eq.I.52 are as follows.

Cn is the relative amplitude of the nth wave. Values of Cn are listed in a series of ”Sched-
ules” in Doodson (1921). The value listed for M2, for example, is 0.90812.
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SD is a scaling factor chosen such that all the products SDGmF (φ) (which Doodson
referred to as the ”geodetic coefficients”) have identical maximum values. For long-period,
diurnal, and semi-diurnal harmonics, the values of S are 0.5, 1, and 1 respectively, but for
ter-diurnal and higher harmonics, the values range between 0.125 and 3.079.

Gms is a constant. For lunar and solar terms respectively it takes on the values

Gm =
3
4
GMm

R2
e

< lm >3 and Gs =
3
4
GMs

R2
e

< ls >3

where the angle brackets indicate mean values.

FD(φ) is a function of earth latitude. For M2, FD(φ) = cos2 φ.

Vn(t) is the phase of the nth equilibrium harmonic on the Greenwich meridian. Further
discussion may be found in the following section.

d1λ advances the phase with west longitude λ. d1 = 0, 1, 2 for long-period, diurnal, and
semi-diurnal tides respectively.

The lunar tidal potential has an 18.6 year periodicity known as the ”regression of the
lunar nodes” (see Sec. 7) which for time series of less than 18.6 years is usually accounted
for using a factor and phase shift known as ”f and u”. Also, in order to let the phase
advance in time at a frequency ωn, we add a term ωn(t), where t is the time elapsed since
t0 = 0000 hours UT, and we explicitly reference the phase to that time by writing Vn(t0).
With these changes, and assuming appropriate phase changes have been made in order
to use exclusively cosine terms with positive coefficients, Eq.I.52 becomes (for all terms,
lunar and solar):

ζe
n =

fn

g
CnGmF (φ) cos(ωnt + Vn(t0) + un) (I.53)

The full equilibrium sea level with n harmonics, using Doodson’s (1921) scalings,
is given by the sum:

ζe =
∑

n

fn

g
CnGmF (φ) cos(ωnt + Vn(t0) + un)) (I.54)

The expansion of CTE results in a simpler scaling and more accurate coefficients,
although for the most part the differences were found to be minor. For example, CTE
lists HM2 = 0.63192 for the coefficient based on the most recent data (centered on 1960).
When scaled to compare with Doodson’s coefficient (CM2 = 0.90812), CTE found that
HM2 = 0.90809. More recently, other authors (e.g. Tamura, 1987) have taken the
CTE expansion to higher order, adding some additional precision. With CTE coefficients,
Eq.I.53 is written

ζe
n = SCTEHnFCTE(φ) cos(ωnt + Vn(t0) + un). (I.55)

Here
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SCTE =
(

5

4π

)1/2, 3
2

(
5

24π

)1/2, and 3
(

5

96π

)1/2 for long-period, diurnal, and semi-diurnal
harmonics respectively, and

FCTE(φ) = 3
2 cos2 φ − 1, sin2φ, and cos2 φ for long-period, diurnal, and semi-diurnal

harmonics.
For example, M2 then becomes:

ζe
M2

= 3
(

5

96π

)1/2
HM2 cos2 φ cos(ωM2t + VM2(t0) + uM2). (I.56)

The equilibrium sea level, using the scaling and coefficients of CTE, including the f
and u factors, is given by the sum:

ζe =
∑

n

fSCTEHnFCTE(φ) cos(ωnt + Vn(t0) + un)) (I.57)

The period of each term in the harmonic model derives directly from the orbital and
rotational periods of discussed in Sec. 4. These include:

the mean solar hour (msh) (lunar hours and lunar days may also be used, but see below),

the sidereal month (period of lunar declination), 27.321582 mean solar days,

the tropical year (period of solar declination), 365.24219879 mean solar days,

the period of the lunar perigee, 8.8475420 years

the period of the lunar node, 18.613188 years, and

the period of the solar perihelion, 20,940 years.

The ”year” in the definitions of the latter three is the Julian year (1 Julian Year
365.24219879 days). Although the longitude of the perihelion changes by less than .02◦ per
year, this is enough to cause a noticeable effect in the frequencies of certain constituents,
and that is why it must be retained.

The letters s, h, p, N and ps (sometimes p’ or p1) are well-established in the tidal
literature, but usage varies. Most commonly they are time-dependent functions of longi-
tude on the celestial sphere and have units of degrees. In other words, many authors use
s for the longitude of the moon, p for the longitude of the moon’s perigee, etc. Elsewhere
they are understood to mean the time rate of change of those longitudes, in which case
the meaning is clear only if the dot notation is used (as in ”ṡ”), but unfortunately the dot
is sometimes omitted. We use ṡ, ḣ, ṗ, Ṅ , and ṗs for the rates of change, and s(t), h(t),
p(t), N(t), and ps(t) to indicate the time-dependent longitudes.

It is conventional in tidal practice to use ”speed”, usually in degrees per msh, rather
than radians per second, as the unit of frequency. In terms of speed (with msh = mean
solar hour and msd = mean solar day), the above periodicities become:
ωt = 15.0◦/msh = 360◦/msd
ωm = 14.4920521◦/msh = 360◦/mean lunar day,
ṡ = 5.490165× 10−1 ◦/msh = 13.17644◦/msd = 360◦/sidereal month,
ḣ = 4.106863× 10−2 ◦/msh = 0.98565◦/msd = 360◦/tropical year,
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ṗ = 4.641878 × 10−3 ◦/msh = 0.11140◦/msd = 360◦/lunar perigeal cycle,
Ṅ = 2.206413× 10−3 ◦/msh = 0.052955◦/msd = 360◦/nodal cycle, and
ṗs = 1.96125× 10−6 ◦/msh = 0.000047◦/msd = 360◦/solar perihelion cycle.

Conversion between speed in ◦/hour and circular frequency in radians per second is
straightforward: e.g., for the K1 wave:

ωK1 = 15.041068◦ × (π/180)/3600. = 0.7292110−4s−1 (I.58)

In the list above, two different types of day are used. Both are slightly longer than a
sidereal day as a result of the orbit of the earth around the sun (in the case of the solar day)
and the orbit of the moon around the earth (in the case of the lunar day). Hence the solar
and lunar diurnal frequencies are related to the sidereal frequency ωs by (respectively)
ωt = ωs − ḣ and ωm = ωs − ṡ. Table I.2 shows the respective periods.

Table I.2 Fundamental Daily Periods (Platzman (1971))

Period (msd) Description

360◦/ωs = 0.997270 Sidereal day
(23h56m4s)

360◦/ωt = 1 Mean solar day
360◦/ωm = 1.035050 Mean lunar day

(24h50m28s)

The frequency of any tidal constituent can be computed by:

ωn = d1ωt + d2ṡ + d3ḣ + d4ṗ + d5Ṅ + d6ṗs (I.59)

where the numbers (d1, d2, d3, d4, d5, d6) are a set of six small integers known as the
”Doodson Number” of the constituent. The Doodson Number identifies both the speed
and the equilibrium phase.

The Doodson Number was originally written NNN.NNN where each N was an integer
in the range 0 - 9 (or ”X” for ten). In some tabulations five was added to each integer
(except the first) to avoid negative values. This practice is no longer of much value, so we
will write the Doodson Number simply as (d1, d2, d3, d4, d5, d6). Each Doodson Number
takes on a value ranging between -12 and +12 (between -4 and +4 for most major tidal
constituents).

The first digit of the Doodson Number is the species of the constituent. The second
and third digits (d2 and d3) of the Doodson Number take on different values depending
on whether solar or lunar time is being used, and this may not always be spelled out. For
example, the Doodson Number for M2 would be written (2 0 0 0 0 0) or (2 2 2 0 0 0)
respectively*. The first one tells us that the constituent oscillates twice per lunar day, as
one expects for M2. The latter tells us that the same constituent oscillates twice per solar
day, less twice per month, plus twice per tropical year, which of course must come to the
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same thing. Given a Doodson Number of (2 0 0 0 0 0), there is no way to know if it is
M2 or S2, unless we are told whether the ”2” refers to ”twice per lunar day” or ”twice per
solar day”. Obviously the time base must always be clearly specified. Unless otherwise
specified, we will use the solar-day based Doodson Numbers exclusively. Conversion of the
Doodson Number from one time base to the other is quite simple.

*In a table that adds five to all digits except the first, the representation of M2 is
either (2 5 5 5 5 5) or (2 3 7 5 5 5).

Table I.3 Doodson Numbers and speeds of the major tidal constituents

Constituent Doodson number, solar time speed
semidiurnal d1 d2 d3 d4 d5 d6 in ◦/h

M2 2 − 2 2 0 0 0 28.984
S2 2 0 0 0 0 0 30.000
N2 2 − 3 2 1 0 0 28.440
K2 2 0 2 0 0 0 30.082

diurnal in ◦/h

K1 1 0 1 0 0 0 15.041
O1 1 − 2 1 0 0 0 13.943
P1 1 0 − 1 0 0 0 14.958
Q1 1 − 3 1 1 0 0 13.399

long period in ◦/h

Mf 0 2 0 0 0 0 1.098
Mm 0 1 0 − 1 0 0 0.544
Ssa 0 0 2 0 0 0 0.082

The following may be used to convert to solar time:
Diurnal constituents (d1 = 1):

d2(solar) = d2(lunar) − 1, and d3(solar) = d3(lunar) + 1,
Semi-diurnal constituents (d1 = 2):

d2(solar) = d2(lunar) − 2, and d3(solar) = d3(lunar) + 2,
Ter-diurnal constituents (d1 = 3):

d2(solar) = d2(lunar) − 3, and d3(solar) = d3(lunar) + 3,
...and so forth for higher frequency constituents. Note that only d2 and d3 differ.
For example, to compute the speed of S2, with solar day Doodson Number (2 0 0 0 0 0),
and lunar day Doodson Number (2 2 -2 0 0 0), we have:
ωS2 = 2ωt = 30◦/msh, or
ωS2 = 2ωm + 2ṡ − 2ḣ = 30◦/msh.

For M2 and K1, using only the solar day Doodson Numbers, ωM2 = 2ωt − 2ṡ + 2ḣ =
28.984◦/h, ωK1 = ωt + ḣ = 15.041068◦/h

In case of nonlinear interactions through the advective terms or bottom friction terms
in the equation of motion the new constituents are generated. These are called overtides
or compound tides. Compound tides have speeds that are linear combinations of the basic
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constituents. For example, 2SK2 has twice the speed of S2 less that of K2, i.e. 2ωS2 −ωK2

(some authors write this as ”2S2 − K2”). Using the Doodson Numbers for S2 and K2, (2
0 0 0 0 0) and (2 0 2 0 0 0) respectively, ωS2 and ωK2 are expanded as:

ωS2 = 2ωt, and

ωK2 = 2ωt + 2ḣ. Then the expression is written

2ωS2 − ωK2 = 2(2ωt) − 2ωt − 2ḣ = 2ωt − 2ḣ,

indicating a constituent with Doodson Number (2 0 -2 0 0 0), i.e. 2SK2. Had lunar day
Doodson Numbers been used, the result would have been (2 2 -4 0 0 0), which is of course
also 2SK2. The names of the compound constituents, described in Rossiter and Lennon
(1968) includes the more basic constituents from which they arise. A few examples shows
the logic behind them. While the names are suggestive of the origins, they don’t always
identify them completely.

2MS6, which oscillates six times per day, arises from M2 and S2. The speed is determined
as 2ωM2 + ωS2 , that is, twice the speed of M2 plus the speed of S2.

2MQ3 arises from M2 and Q1 and the speed is given by 2ωM2 + ωQ1 . 2MQ3 is a bit
unusual because most compound tides involve only constituents of the same species (i.e.,
all diurnal or all semi-diurnal).

2(MN)S6 arises from M2, N2, and S2 and the speed is given by 2ωM2 + 2ωN2 −ωS2 . Note
that the sign can be negative, and that the parenthesis indicates that M2 and N2 have the
same sign. The only way for the speeds to add up to six is to have factors of positive two
on M2 and N2, and a factor of negative one on S2. Thus, 2 × 2 + 2 × 2 − 2 = 6.

Vn(t0), the phase of the equilibrium tide at a given place and time, can be written as
a function of s(t), h(t), p(t), N(t), ps(t):

Vn(t0) = d2s(t0) + d3h(t0) + d4p(t0) + d5N(t0) + d6p
′(t0) + Φn (I.60)

In the expansion, the angle Φ arises due to the requirement that the summation
(Eq. I.52) is over cosines only (not sines) (adding Φ, which is always a multiple of π/2,
converts a sine term to a cosine), and also that the tabulated coefficients be positive. The
latter is achieved by applying one of the following identities: cos(θ − 90◦) = sin θ, and
cos θ = − cos(θ − 180◦).

In Eq.I.60 we have written t0 rather than t to emphasise that the expression is normally
evaluated at t0, the start of a solar day (i.e., at 0000 Hours UT). At that time, α, the hour
angle of the sun, is zero. If Vn(t) is required at some time other than 0000 Hours UT, a
term d1ωnt could be added, where ωn is the speed of the nth constituent and t is the time
in hours since the start of the day.

The values in Eq.I.60 are sometimes referred to collectively as the ”astronomical ar-
gument” of constituent n. For example, for O1, with Doodson Number (1 -2 1 0 0 0) (note
that the Doodson Numbers used in the computation of Vn(t0) must be in solar time), and
Φ = 270◦ (see Table I.4), the astronomical argument would be written -2s+h+270. Hence,
the equilibrium phase for O1 and M2 are simply:
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VO1(t0) = −2 s(t0) + h(t0) + 270◦

and
VM2(t0) = −2 s(t0) + 2h(t0) (I.61)

Values of s(t0) and h(t0) are easily computed using one of the equations of time given at
the end of the chapter. In this notation, Eq.I.56 is written:

ζe
M2

= 3
(

5

96π

)1/2
HM2 cos2 φ cos(ωM2t + 2s(t0) − 2h(t0) + uM2).

Table I.4 Tidal parameters of the major tidal constituents

Constituent Astronomical argument∗ Speed ◦/h

Semidiurnal
M2 −2s + 2h 28.984
S2 0 30.000
N2 −3s + 2h + p 28.440
K2 2h 30.082

Diurnal

K1 h + 90◦ 15.041
O1 −2s + h− 90◦ 13.943
P1 −h− 90◦ 14.958
Q1 −3s + h + p − 90◦ 13.399

Long period

Mf 2s 1.098
Mm s − p 0.544
Ssa 2h 0.082

∗ Some tables add 360◦ to the phase, e.g. list 270◦ instead of −90◦.

In Table I.5 we define 11 major constituents in the semidiurnal, diurnal and long period
ranges. The term ζe

n represents the magnitude of the constituent in the tidal potential.
The largest such term is M2, with amplitude 0.24 m, followed by K1, with amplitude 0.14
m. The frequencies of the constituents in the harmonic model (Eq. I.57) can be expressed
either by speeds in ◦/h (Table I.4) or radian/s (Table I.5). From Table I.5 tidal constituents
are clustered around the main diurnal and semidiurnal periods.
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Table I.5 Parameters of the Major Tidal Constituents

Constituent Period1 Freq. (s−1) ζe
n (m)

Semidiurnal
Principal Lunar M2 12.421 msh 1.40519·10−4 0.242334
Principal Solar S2 12.000 msh 1.45444·10−4 0.112841

Elliptical Lunar N2 12.658 msh 1.37880·10−4 0.046398
Declination Luni-Solar K2 11.967 msh 1.45842·10−4 0.030704

Diurnal
Declination Luni-Solar K1 23.934 msh 0.72921·10−4 0.141565

Principal lunar O1 25.819 msh 0.67598·10−4 0.100574
Principal solar P1 24.066 msh 0.72523·10−4 0.046843
Elliptical lunar Q1 26.868 msh 0.64959·10−4 0.019256
Long-Period

Fortnightly Lunar Mf 13.661 msd 0.053234·10−4 0.041742
Monthly Lunar Mm 27.555 msd 0.026392·10−4 0.022026

Semiannual Solar Ssa 182.621 msd 0.0038921·10−4 0.019446
1 msh: mean solar hour msd: mean solar day

6. THE ORIGINS OF MAJOR TIDAL VARIATIONS

The fortnightly or spring/neap cycle of tides may be understood in terms of two
signals going in and out of phase. This phenomenon is known as a ”beats” or ”beating”.
When a pair of slightly-different frequencies of similar amplitude add together, their sum
undergoes a regular cycle between near-zero magnitude (neaps), and a magnitude equal to
the sum of the pair (springs). This may be seen using the identity

cos(ω1t) + cos(ω2t) = 2 cos
1
2
(ω1 − ω2)t cos

1
2
(ω1 + ω2)t =

2cosωmt cosωct (I.62)

where ωc = 1
2 (ω1 + ω2) and ωm = 1

2 (ω1 −ω2) are carrier and modulation frequencies. The
shorter (carrier) and the longer (modulation) periods are expressed as,

2π

Tc
= 0.5(

2π

T1
+

2π

T2
) or Tc =

2T1T2

T1 + T2
(I.63a)

2π

Tm
= 0.5(

2π

T1
− 2π

T2
) or Tm =

2T1T2

T2 − T1
(I.63b)

This shorter wave period Tc is modulated by the longer wave period Tm. The most
important tidal beat is between M2 and S2, in whose case the shorter-period wave is semi-
diurnal. The frequencies of M2 and S2 are 1.9322 d−1 and 2.0 d−1 respectively (where d
is mean solar day); hence the modulation has frequency 0.0678 d−1, the inverse of which,
14.75 days, is the beat period (fortnightly cycle). Of course, a power spectrum of the two
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combined signals would contain no power at the beat period. The fortnightly tide ”Msf”
is caused by a fortnightly variation in the declination of the moon.

If the earth, sun and moon orbits were circular rather than elliptical, and in the same
plane, and the earth’s axis of rotation were perpendicular to that plane, the only important
tidal frequencies would be M2, S2, and their multiples and compounds (M6, MS4, etc.).
All the other tidal frequencies arise because of the orbital ellipticities, the angle between
the orbital planes, and the tilt of the earth’s axis. All the other tidal frequencies arise from
these three variations and as a consequence can be expressed as simple linear combinations
of their rates of change.

The modulation of the amplitude (ac) of the harmonic wave (ac cos(ωct)) by a signal
of lower amplitude and frequency (am cos(ωmt)) can be represented as

(ac + am cos(ωmt)) cos(ωct)

which we can write

ac cos(ωct) + am cos(ωmt) cos(ωct).

Then using 2 cos α cosβ = cos(α + β) + cos(α − β), we have

ac cos(ωct) +
am

2
cos(ωc + ωm)t +

am

2
cos(ωc − ωm)t. (I.64)

Thus we have our original frequency (whose amplitude is unaffected), plus two ”side-
bands” whose frequencies are slightly above and below it. This type of modulation is
associated with many of the constituents of the equilibrium tide. For example, the ellipic-
ity of the moon’s orbit adds two sidebands (N2 and L2) to the M2 constituent due to the
changing distance between the centers of mass of earth and moon. The period of M2 is
12.421 hours, and the period required for the moon to complete an orbit (i.e., to reach
successive perigees, known as the anomalistic month) is 27.5546 days. Thus, the M2 speed
is 28.984◦/hour and the modulation speed is 0.544◦/hour. In accordance with Eq. I.64,
our new sideband speeds are 28.984±0.544◦/hour, i.e., 28.44 and 29.53 ◦/hour – the speeds
associated with N2 and L2. N2 and L2 are known as the larger and smaller elliptical lunar
semidiurnal constituents. If effects of angular speed are considered, it can be shown that
the tidal potential of N2 is larger than that of L2.

The terms T2 and R2 are the solar equivalents of N2 and L2. Their origin is in the
ellipticity of earth’s orbit around the sun and they are known respectively as the larger and
smaller solar elliptic semidiurnals. Their speeds are ωS2 +ωSa and ωS2 −ωSa (30.±0.041 =
29.941 and 30.041 ◦/hour). T2 and R2 are known as the larger and smaller elliptical solar
semidiurnal constituents.

In the expansion of the equilibrium tide, the diurnals M1 and S1 have zero amplitude
because they are defined in the equatorial plane (δ = 0), and the diurnal species are
proportional to sin 2δ (Eq. I.50). Nevertheless, the amplitudes of the sum and difference
frequencies of Eq. I.62 are nonzero due to the changing declinations of the moon and sun.
In the case of the moon, the declination changes with a period 27.3217 days (the sidereal
month), i.e. with a speed of 0.549 ◦/hour. The speeds associated with these changes are
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14.492 ± 0.549◦/hour = 13.943 and 15.041◦/hour. These are the speeds of O1 and K1.
O1 is the lunar declinational diurnal constituent, and K1, because as we shall see it also
contains a contribution from the solar tidal potential.

The origin of the solar analogs of O1 and K1 is similar. In this case, the central
frequency is 15.◦/hour (360.◦/msd). The period of the solar declination is 365.2564 days
(the sidereal year), so the speed is 0.041◦/hour. Hence, the sum and difference frequencies
are 15. ± 0.041◦/hour = 14.959 and 15.041◦/hour. The first is the speed of P1, and the
latter is the same as we found for K1. P1 is known as the solar declinational diurnal
constituent.

Although as we have said there is no harmonic in the equilibrium tide with speed
15.◦/hour, there is a constituent with this frequency, known as S1, that is included in
many tidal analyses. It owes its origin to meteorological effects and is commonly refered
to as a ”radiational tide”.

7. NODAL PHASE

The moon’s elliptical orbit around earth is at an angle to the earths axis of rotation,
and over time the orientation of the plane defined by the elliptical orbit rotates. As it does
so, its nodes the intersections of the orbit with the plane of the earths equator circuit
westward through 360◦ of longitude. It does this once every 18.61 years. This regression
of the lunar nodes or nodal cycle has a modulating effect on the amplitude and phase of
all lunar tidal constituents, because over its course the maximum declination of the moon
varies between 28◦36′ and 18◦18′ latitude north and south of earth’s equator.

For each important line in the spectrum of the lunar equilibrium tide, there is a small
sideband line, due to the nodal modulation, which cannot be resolved in typical tidal
data (due to geophysical noise and limited duration). For example M2 and N2, the two
largest lunar constituents, each have significant sidebands whose frequency is less than the
principal lines by an amount 2π/N . The Doodson Numbers of the sidebands are identical
to those of the principals except for the value of N, which equals one as opposed zero (as
is the case for M2 and N2). In both cases, the sideband signals are also out of phase from
the principals by 180◦.

The procedure normally adopted in tidal analysis was originally proposed by Darwin
(1901). Rather than attempt to resolve the small sideband frequencies due to the nodal
modulation, the nodal cycle is accounted for by modulating the lunar and partly-lunar
constituents with ”corrections” known as the nodal factor fn(t) and nodal phase un(t)
(a subscript n is added here to emphasise that there are different factors and angles for
different harmonics). The nodal factor is close to unity, and the phase angle is always
small (they are identically unity and zero for purely solar terms). Hence, they amount to
small, time-varying modulations of the principal lunar constituents.

We first write M2 and its sideband, which we will call M2− in the following form

ζe
M2

cos(2ωt − 2s(t) + 2h(t))

ζe
M2−

cos(2ωt − 2s(t) + 2h(t) − N(t) + 180◦)
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These two waves are of the form a cosωt and b cos(ωt + θ(t)) where a >> b and θ
is a small angle. We wish to express their sum as a single cosine term of amplitude a
modulated by f(t), and with phase shift u(t):

a cos ωt + b cos(ωt + θ(t)) = f(t)a cos(ωt + u(t)) (I.65)

Using a standard trigonometric identity and identifying like terms on either side of
Eq.I.65, it follows that:

a + b cos θ(t) = f(t)a cos u(t) and b sin θ(t) = f(t)a sin u(t) (I.66)

From the above equalities we obtain the following relations:

tanu(t) =
b sinN(t)

a + b cos N(t)
and a2 + 2ab cos N(t) + b2 = f(t)2a2 (I.67)

Because amplitudes a >> b, therefore the following approximations hold:

u(t) ' tanu(t) =
b

a
sinN(t) and f(t) = [1 + (

b

a
)2 + 2

b

a
cosN(t)]1/2 (I.68)

The regression of the lunar nodes also produces a small but measurable long-period
constituent of the equilibrium tide, called the nodal tide, of period 18.61 years. Since the
nodal sidebands (e.g. the one we called ”M2−”) contain a phase shift of 180◦, when the
nodal tide is a maximum, the modulation is a minimum. The nodal tide is often ignored
as it is smaller than long-term oceanographic and geophysical changes. Its latitudinal
dependence is the same as that of all the long period tides (cf. Eq.I.49): 3

2 cos2 φ− 1. It is
about 9 mm at the equator, falls to zero at 35◦ north and south, and reaches a maximum
of 18 mm at the poles - about 13 mm when the elasticity of the earth is accounted for.

The f and u factors may be held constant for as much as a year without adding
significant error to the prediction of a principle tidal constituent. Generally a value is
calculated for the center of each prediction interval of up to one year. For predictions
spanning longer than 18.6 years, the f and u factors may be eliminated, and terms included
in the prediction to explicitly model the satellite sidebands as well as the 18.6 year nodal
tide.

The nodal corrections are shown in Table I.6 for the important lunar and lunisolar
constituents. Tabulations can also be found in Shureman (1958) and Doodson and
Warburg (1941).

Table I.6 Nodal Parameters of the Major Tidal Constituents

Constituent amplitude factor phase factor
f u

Mm 1.000− 0.130 cosN(t) 0.0◦

Mf 1.043 + 0.414 cosN(t) −23.7◦ sinN(t)
O1, Q1 1.009 + 0.187 cosN(t) 10.8◦ sinN(t)

K1 1.006 + 0.115 cosN(t) −8.9◦ sinN(t)
N2, M2 1.000− 0.037 cosN(t) −2.1◦ sinN(t)

K2 1.024 + 0.286 cosN(t) −17.7◦ sinN(t)
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In Fig. I.14, the time dependence of the amplitude factor (f) in the 20th century and
beginning of 21st century is shown for M2, O1 and K1. In 2006, the nodal cycle is acting
to suppress M2 while enhancing O1 and K1.
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FIGURE I.14
Amplitude factor f(t) for the M2, K1 and O1 constituents

8. LONGITUDE FORMULAS

Algebraic formulas for s(t), h(t), p(t), N(t), and ps(t) are given in a number of sources,
including Cartwright (1982), Doodson (1921), Franco (1988), Schureman (1958)
and the tidal package TASK-2000 (IOS, UK), and may be easily programmed. Several of
these are given below, starting with Cartwright’s. In each case, the results are phases valid
at 0000 hours UT of the input day.

Cartwright’s formula is based on an ”epoch” of 1200 hours ET, 31 December 1899.
Let d be the number of calendar days counted from the epoch, and T=d/36525. (A
subroutine known as zeller.for is widely available for counting day numbers.) Noon on 1
January 1900 would be d = 1. Units are ”revolutions”, so must be multiplied by 360 to
convert to degrees, for example. (The modulus would of course also be taken, eg. 2765.4◦

is equivalent to 245.4◦.) Then:

s(t) = 0.751206 + 1336.855231 ∗ T − 0.000003 ∗ T 2

h(t) = 0.776935 + 100.002136 ∗ T + 0.000001 ∗ T 2



Kowalik and Luick – Tidal Forces 39

p(t) = 0.928693 + 11.302872 ∗ T − 0.000029 ∗ T 2

N(t) = 0.719954− 5.372617 ∗ T + 0.000006 ∗ T 2

ps(t) = 0.781169 + 0.004775 ∗ T + 0.000001 ∗ T 2 (I.69)

Phase increases linearly in time aside from a small quadratic factor which accounts for
small secular trends in the speeds.

TASK-2000 is based on an epoch of 0000 hours UT, 1 January 1900. The formula is
said to be accurate for at least the period 1800-2100:

s(t) = 277.0247 + 129.38481IY + 13.17639DL

h(t) = 280.1895− 0.23872IY + 0.98565DL

p(t) = 334.3853 + 40.66249IY + 0.11140DL

N(t) = 259.1568 − 19.32818IY − 0.05295DL

ps(t) = 281.2209 + 0.017192IY (I.70)

In the above, IY = year −1900 (for example, for the year 1905, IY = 5, and for the year
1895, IY = -5), and DL = IL + IDAY −1, where IL is the number of leap years from 1900
(which was not a leap year) up to the start of year IY. Thus, IL = (IY−1)/4 in FORTRAN,
and IDAY is the day number in the year in question. For example, for 12 January 1905,
DL = 12. For years less than 1900 then one can compute IL = IABS(IY)/4 and DL = -IL
+ IDAY - 1 in FORTRAN.

Schureman (1958) is very similar to TASK-2000, using the same epoch, but with
the Julian century (36526 days) as a unit of time.

s(t) = 277.0248 + 481267.8906T + 0.0011T 2

h(t) = 280.1895 + 36000.7689T + 3.0310−4T 2

p(t) = 334.3853 + 4069.0340T − 0.0103T 2

N(t) = 259.1568− 1934.142T + 0.0021T 2

ps(t) = 281.2209 + 1.7192T + 0.00045T 2 (I.71)

The time T in the 20 century is

T =
[
365(Y − 1900) + (D − 1) + i

]
/36526

where i is the integer part of 0.25(Y-1901). The time is defined for 0000 hour UT on
day D in year Y. Similar formula can be written for the 21 century time

T =
[
365(Y − 2000) + (D − 1) + i

]
/36526

Here i=INT[0.25(Y-2001)].
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Franco’s (1988) algorithms are given in terms of the Gregorian century, which may
make them more convenient for dates further into the past or future. However, they carry
one decimal place less on many terms than the foregoing algorithms, implying slightly less
accuracy for the present time.

Three algorithms were given for computing reference phase, Vn(t0). Vn(t0) is computed
as a function of the number of days elapsed between an epoch (e.g. 0000 hours UT on 1
January 1900) and the start of a day on which predictions are required. UT, or Universal
Time, was the basis for the formulas of Doodson (1921) and Schureman (1976), while ET,
or Ephemeris Time, was the basis for the formulas of Cartwright and Tayler (1971). At
the start of the 1900s, the two time scales coincided. At the present time, however, they
differ by about one minute. Estimates of Vn(t0) for a particular time in the present, using
the two formulas, differ by an equivalent amount in degrees, depending on the speed of
the constituent.

All of the above formulas are still in use at different institutions, and for most practical
tide predictions the differences are negligible. However, Cartwright (1985) argues that
compelling reasons exist for adopting new formulas which were published in the USA/UK
Astronomical Almanac for 1984. These new formulas are based on the TDT time scale.
TDT, which stands for Terrestrial Daylight Time, differs from UT by a varying amount,
whose value can also be found in the almanac. The new formulas are also based on a more
recent epoch: 1200 hours TDT on 31 December, 1999.

Where reference is found to GMT (Greenwich Mean Time), or Z (Zulu time), one can
safely substitute in the term UT, which is essentially synonymous. However, data supplied
by most observatories actually conform to a specific version of UT, such as UT1 or UTC.
If accuracy greater than one second is required, then the version must be specified. The
instantaneous difference between UTC and UT1 is available electronically.
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CHAPTER II: BASIC EQUATIONS

1. Rectangular and spherical system of coordinates

The effects of the Earth’s curvature on the motion of a fluid at the relatively small scales of
the order of 1000 km may be neglected. To describe this motion a rectangular (Carte-
sian) system of coordinates will be employed, thus making the equations and discussion
much simpler. We shall rewrite the set of equations of motion to describe tides in the
Cartesian system as (Gill, 1982; Kowalik and Murty, 1993)

∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
− fv = −1

ρ

∂pa

∂x
− g

∂ζs

∂x
− ∂ΩT

∂x
+ τ s

x/ρD − τ b
x/ρD + Nh∆u (II.1)

∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
+ fu = −1

ρ

∂pa

∂y
− g

∂ζs

∂y
− ∂ΩT

∂y
+ τ s

y/ρD − τ b
y/ρD + Nh∆v (II.2)

These are so-called vertically averaged equations with velocity being the function of
the horizontal coordinates and time. In these equations: x and y are coordinates directed
towards East and North, respectively; velocities along these coordinates are u and v; t is
time; Coriolis parameter f = 2Ωsinφ is a function of the Earth’s angular velocity
Ω = 7.29×10−5s−1 and the latitude — φ; pa is the atmospheric pressure; ρ denotes
density of the sea water; ζs is the sea level change around the mean sea level; ΩT is the
tide producing potential as defined in Ch.I; τ s

x and τ s
y are components of the stress at the

free surface, and τ b
x and τ b

y are components of the stress at the bottom; D = H + ζs is the
total depth equal to the average depth H plus the sea level variations ζs. The horizontal
friction terms are defined by the horizontal eddy viscosity Nh and two-dimensional Laplace

operator ∆ =
∂2

∂x2
+

∂2

∂y2
. In the above equations the vertical friction is expressed by the

stresses and the horizontal friction by the horizontal eddy viscosity. The bottom stress
and the horizontal friction serve to dissipate the oceanic motion. This motion is variable
in time and also display space variability, therefore the above simple formulas describe the
first approximation of the complicated physics of dissipation. In the tidal motion the main
dissipation of the energy is caused by frictional forces at the bottom. Measurements of
the bottom stress have been performed under the different flow conditions. An excellent
review of the measurements and processes in the tidal bottom boundary layer was given by
Marchuk and Kagan (1977). G. I. Taylor (1919) showed that the bottom stress
is proportional to the square of the average velocity:

τ b
x = ρru

√
u2 + v2 and τ b

y = ρrv
√

u2 + v2 (II.3)

The dimensionless friction coefficient r depends on the various factors but mainly it is
defined by the bottom roughness. Mean value of r ranges from r = 2 × 10−3 to r =
3.5 × 10−3.
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The horizontal friction expressed in the above equation by the horizontal eddy vis-
cosity coefficient is less amenable to the definition. Often in the first approximation it is
assumed to be constant, frequently used coefficient is both variable in space and time, see,
Smagorinsky (1963).

The tidal dissipation estimates based on the above terms show that the major work
is done by the bottom stress. This process occurs mainly in the shallow water where tidal
velocities are large enough. In the deep ocean the dissipation processes take place due to
generation of an internal tide over the rough bottom topography. Recent estimates (Jayne
and Laurent, 2001) show that inclusion of the internal wave dissipation mechanism
increases the amount of tidal dissipation. Proposed new stress is proportional to the
average velocity and is a function of the vertical stratification and the bottom roughness.
Generally, such stress can be applied only in the deeper ocean at the depth greater than
200m. Internal stress is formulated as

τx
i = r1u and τy

i = r1v (II.4)

Here r1 ' 10−5, is dimensional coefficient expressed in the CGS units.
The tidal potential in eqs. II.1 and II.2 is related to the equilibrium tides discussed

in Ch.I. It is given by the equilibrium surface elevation (ζeql,s) as (see eq. I.43)

ζeql,s = −ΩT

g
(II.5)

Eqs. II.1 and II.2 are often called the long wave equations or shallow water equations.
The assumption is made that the horizontal velocities do not change along the vertical
direction, vertical motion is absent and instead of the vertical equation of motion a simple
hydrostatic relation holds for pressure.

For the three unknown variables (u, v, ζs) only two equations have been introduced,
therefore one additional equations is required — this will be the equation of continuity. In
the tidal problems the sea water can be regarded as an incompressible fluid, for such fluid
the equation of continuity expresses the conservation of volume,

∂ũ

∂x
+

∂ṽ

∂y
+

∂w

∂z
= 0 (II.6)

Here vertical velocity w is included to delineate the way the sea level (ζs) and the bottom
deformation (ζb) are introduced into equation of continuity. Integrating eq. II.6 along the
vertical direction from the free surface z = ζs to the bottom z = −H + ζb we arrive at,

∂

∂t
(ζs − ζb) +

∂uD

∂x
+

∂vD

∂y
= 0 (II.7)

D is the total depth defined as D = H + ζs − ζb.
Velocities ũ and ṽ depend on three coordinates x, y, and z. These velocities are usually

averaged along the vertical z coordinate to derive the component u and v occuring in the
long wave equations (II.1 and II.2), thus

u =
1
D

∫ ζs

−H+ζb

ũdz and v =
1
D

∫ ζs

−H+ζb

ṽdz (II.8)
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Actual observations of the tidal currents show that the variability along the vertical di-
rection is quite small. Therefore, in all practical applications for the tide analysis the
equations (II.1, II.2 and II.7) are written for the vertically averaged horizontal velocities
u and v. Whenever an integration domain stretches over 1000 km the use of a spherical
system is advisable. Equations of motion in the spherical system (λ is longitude and φ is
latitude) can be written as ( Gill, 1982)

∂u

∂t
+

u

R cosφ

∂u

∂λ
+

v

R

∂u

∂φ
− (2Ω +

u

R cosφ
)v sinφ =

− 1
ρR cosφ

∂pa

∂λ
− g

R cosφ

∂ζ

∂λ
− 1

R cosφ

∂ΩT

∂λ
+

τ s
λ − τ b

λ

ρD
+ A′

1u (II.9)

∂v

∂t
+

u

R cosφ

∂v

∂λ
+

v

R

∂v

∂φ
+ (2Ω +

u

R cosφ
)u sinφ =

− 1
ρR

∂pa

∂φ
− g

R

∂ζ

∂φ
− 1

R

∂ΩT

∂φ
+

τ s
φ − τ b

φ

ρD
+ A′

1v (II.10)

The horizontal friction term has been simplified in (II.9) and (II.10) by introducing
the operator A′

1

A′
1 = Nh(

1
R2 cos2 φ

∂2

∂λ2
+

1
R2 cosφ

∂

∂φ
(cosφ

∂

∂φ
)) (II.11)

For the equation of continuity in the spherical system of coordinates the following form
will be used

∂(ζs − ζb)
∂t

+
1

R cosφ

∂uD

∂λ
+

1
R cosφ

∂

∂φ
(Dv cosφ) = 0 (II.12)

2. Total tidal potential

The actually recorded tide by the tide gauges defines a surface oscillation (ζ) relative
to the ocean bottom, therefore the surface (ζs) and the bottom (ζb) displacements are
connected as,

ζ = ζs − ζb (II.13)

In the equilibrium tide the displacement relative to the bottom is

ζeql = ζeql,s − ζeql,b (II.14)

Equations of motion and continuity introduced in the previous section will serve to
compute distribution of tides in the ocean. The tide generating potential (ΩT ) for the
ocean as defined in Ch.I has to be corrected for the contribution due to the solid earth
tides and atmospheric tides. The latter, enter the equation of motion through the terms
∂pa

∂x and ∂pa

∂y . The change of pressure arising from the atmospheric tides is of the order
of 1mb which leads to the static sea level change of approximately 1 cm. If the Earth
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were the rigid body none of the deformation will occur, but the elastic yielding to the
tide generating forces generates quite big tides. Additionally the ocean and earth tides
generate disturbance in the earth gravity field which contributes to the tide modifications.
The ocean bottom changes caused by tides can be expressed by the tidal potential as,

ζeql,b = −h
ΩT

g
(II.15)

Here h ≈ 0.6 is the Love number. From this expression we conclude that the amplitude
of the equilibrium earth tide are 0.6 of the amplitude of the equilibrium ocean tides. The
correction arising from the gravity field disturbance increases the surface displacement due
to the equilibrium tide (Hendershott, 1977),

ζeql,s1 = −k
ΩT

g
(II.16)

Here k ≈ 0.3 is a different Love number.
Invoking this correction the surface displacement due to the tidal potential defined by

eq.II.5 changes to

ζeql,s = −(1 + k)
ΩT

g
(II.17)

The equilibrium displacement relative to the bottom (II.14) can be defined with the help
of II.17 and II.15 as

ζeql = ζeql,s − ζeql,b = −(1 + k − h)
ΩT

g
(II.18)

Introducing surface displacement as defined by eqs. II.13 and II.14 and equilibrium surface
elevation from II.5 into eqs. II.1 and II.2 we arrive at the following set of equations of
motion,

∂u

∂t
+u

∂u

∂x
+v

∂u

∂y
−fv = −1

ρ

∂pa

∂x
−g

∂ζ + ζb

∂x
+g

∂ζeql + ζeql,b

∂x
+τ s

x/(ρD)−τ b
x/(ρD)+Nh∆u

(II.19)

∂v

∂t
+u

∂v

∂x
+v

∂v

∂y
+fu = −1

ρ

∂pa

∂y
+−g

∂ζ + ζb

∂y
+g

∂ζeql + ζeql,b

∂y
+τ s

y/(ρD)−τ b
y/(ρD)+Nh∆v

(II.20)
In equation of continuity II.7 the difference of the surface and bottom displacements is
given by eq. II.13. Analyzing eqs. II.19 and II.20 we assume that the bottom deformation
is described by the equilibrium deformation, therefore,

ζeql,b = ζb (II.21)

This assumption eliminates the bottom displacement from the equations of motion.



Z. Kowalik – Basic Equations 47

Usually the tidal forcing in eqs.II.19 and II.20 is described through the terms which
are multiplied by coefficients α and β.

∂u

∂t
+u

∂u

∂x
+v

∂u

∂y
−fv = −1

ρ

∂pa

∂x
−g

∂αζ

∂x
+g

∂βζeql

∂x
+ τ s

x/(ρD)− τ b
x/(ρD)+Nh∆u (II.22)

∂v

∂t
+u

∂v

∂x
+v

∂v

∂y
+fu = −1

ρ

∂pa

∂y
−g

∂αζ

∂y
+g

∂βζeql

∂y
+ τ s

y/(ρD)− τ b
y/(ρD)+Nh∆v (II.23)

Coefficient α defines additional correction due to ocean loading and self-attraction of the
ocean tides. Its value ranges from 0.940 (for diurnal tides) to 0.953 (for semi-diurnal tides)
according to Ray and Sanchez (1989). The higher-order correction for the loading effect
can be implemented as well, e.g., Francis and Mazzega, (1990). The term β follows
from eq.II.18 as

βζeql = (1 + k − h)ζeql (II.24)

Here k and h denote Love numbers, which are equal to 0.302 and 0.602 for the semi-
diurnal tides respectively. These values for the individual diurnal constituent may differ
and according to Wahr (1981) for K1 constituent k = 0.256 and h = 0.520 and for O1

constituent k = 0.298 and h = 0.603.
The equilibrium tide for the diurnal constituents is defined in Ch.I by formula I.66,

in the following way,
ζeql = fK sin 2φ cos(ωt + κ + λ + u)

which we rewrite as,

ζeql = fnζn sin2φ cos(ωnt + κn + λ + un) (II.25a)

to underline that each harmonic constituent has different amplitude, frequency and astro-
nomic argument. If in numerical calculations only one constituent is considered we may
disregard both nodal corrections and astronomical argument, and use above as:

ζeql = ζn sin2φ cos(ωnt + λ) (II.25b)

Here Hn = 14.565 cm, ωn = 0.729221 ·10−4 s−1 for K1, and Hn = 10.0514 cm, ωn =
0.675981 ·10−4 s−1 for O1; λ denotes the longitude angle (see Table I.4).

From eq.I.65 the semidiurnal equilibrium sea level is

ζeql = fK cos2 φ cos(ωt + κ + 2λ + u)

this can be rewritten as,

ζeql = fnζn cos2 φ cos(ωnt + κn + 2λ + un) (II.26a)
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If and only if computations are done for one constituent in isolation we may simplify the
expression for the equilibrium sea of semi-diurnal constituents as:

ζeql = ζn cos2 φ cos(ωnt + 2λ) (II.26b)

Here (see Table I.4), ζn = 24.2334 cm, ωn = 1.495189 ·10−4 s−1 for M2, and ζn =
11.2841 cm, ωn= 1.454410 ·10−4 s−1 for S2.

3 Energy equation

We shall continue by constructing energy equation because it is closely related to the
physics of tide generation, propagation and dissipation. In order to derive this equation
let us multiply (II.1) by Du, (II.2) by Dv, and (II.7) by ρgζs. Adding the resulting equation
on either side, we arrive at

1
2

∂

∂t

[
ρD(u2 + v2) + ρgζs

2
]
+

∂

∂x
{ρuD

[
(u2 + v2)/2 + gζs

]
}+

∂

∂y
{ρvD

[
(u2 + v2)/2 + gζs

]
}

= (τ s
xu + τ s

yv − τ b
xu − τ b

yv) + ρuDNh∆u + ρvDNh∆v − ∂pa

∂x
uD − ∂pa

∂y
vD

−ρ
∂ΩT

∂x
uD − ρ

∂ΩT

∂y
vD + ρgζs

∂ζb

∂t
(II.27)

The various terms in the above equation can be defined as follows:
1. ek = ρD(u2 + v2)/2 denotes surface density of the kinetic energy; it is defined

by velocity of the tidal motion and the total depth.
2. ep = ρgζ2

s/2 denotes surface density of the potential energy; it is defined by the
sea level oscillations around mean sea level (MSL).

3. The second and the third terms in (II.27) represent the components of an energy
flux vector. This vector characterizes the flux of energy through a unit width surface
extended from the ocean surface to the bottom (Kowalik and Untersteiner, 1978).
The components of the vector along latitude and longitude are

Eh = {ρuD
[
(u2 + v2)/2 + gζ

]
, ρvD

[
(u2 + v2)/2 + gζ

]
} (II.28)

The first order approximation (not valid in the very shallow water)

Eh1 = {ρgHuζ, ρgHvζ} (II.29)

serves often to describe the energy transfer from the source to various locations.
4. Two terms in the eq. II.27 define the energy sources; the energy input is caused

by the wind stress τ s
xu+ τ s

yv and by the surface (atmospheric) pressure −∂pa

∂x uD− ∂pa

∂y vD.
The last terms are not related to the tide motion, therefore they will be neglected in the
tidal energy considerations.

5. The tidal energy dissipation takes place through the bottom stress: −τb
xu− τ b

yv
and the horizontal friction ρuDNh∆u + ρvDNh∆v.



Z. Kowalik – Basic Equations 49

6. The generation of the tidal energy is described by

−ρ
∂ΩT

∂x
uD − ρ

∂ΩT

∂y
vD + ρgζs

∂ζb

∂t

To investigate behavior of various terms in the equation of energy balance an inte-
gration is carried out over the entire domain Ω. Here we assume that the component of
velocity normal to the boundary Γ is equal to zero. The domain Ω represents surface of
the water body closed by coastline Γ. Neglecting terms unrelated to tides, and averaging
in time over period T yields to:

1
T

∫ {∫ ∫ [ ∂

∂x
{ρuD

[
(u2 + v2)/2 + gζs

]
} +

∂

∂y
{ρvD

[
(u2 + v2)/2 + gζs

]
}
]
dxdy

}
dt

= − 1
T

∫ {∫ ∫ [
(τ b

xu + τ b
yv)

]
dxdy

}
dt +

1
T

∫ {∫ ∫ [
ρuDNh∆u + ρvDNh∆v

]
dxdy

}
dt

− 1
T

∫ {∫ ∫ [
ρ
∂ΩT

∂x
uD + ρ

∂ΩT

∂y
vD + ρgζs

∂ζb

∂t

]
dxdy

}
dt (II.30)

In local water bodies, like Cook Inlet, the energy generated due to tidal potential is small
and often can be neglected. LeProvost and Lyard (1997) described detailed develop-
ment of this term. The full solution, as can be gleaned from the last term requires not
only tidal potential by the knowledge of the bottom deformation ζb. In the energy balance
computation for the local body, it is important to see how the energy flux is calculated.
Denoting the components of an energy flux (cf. II.28) as Ehx and Ehy the first term in
the above equation is

1
T

∫ {∫ ∫ [ ∂

∂x
Ehx +

∂

∂y
Ehy

]
dxdy

}
dt

and changing surface integral into contour integral we arrive at energy flux across the
contour

1
T

∫ {∫ [
Ehxdy + Ehydx

]}
dt (II.31)

Along with the above general equation a simpler problem can be tackled by considering
equations II.22 and II.23 together with continuity equation II.7, for ζ = ζs − ζb. Thus
again multiplying II.22 by uD, II.23 by vD and II.7 by gαζ, an equation for the energy
balance follows,

1
2

∂

∂t

[
ρD(u2 + v2) + ραgζ2

]

+
∂

∂x
{ρuD

[
(u2 + v2)/2 + g(αζ − βζeql)

]
} +

∂

∂y
{ρvD

[
(u2 + v2)/2 + g(αζ − βζeql)

]
} =

−τ b
xu − τ b

yv + ρuDNh∆u + ρvDNh∆v − βρgζeql(
∂uD

∂x
+

∂vD

∂y
) (II.27a)
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Notice important changes in this equation when compared against II.27. Definition of
energy flux now includes equilibrium sea level as well. The rate of work by astronomical
forces became explicit

−βρgζeql(
∂uD

∂x
+

∂vD

∂y
)

and it can be calculated with the help of continuity equation, as

βρgζeql
∂ζ

∂t

4. Free tidal waves in a channel

In the previous section we have formulated the general equations for the tide generation
and propagation. These can be solved over world ocean and its local water bodies by
application of the numerical solutions. Let’s first consider a simplified problem of the free
tidal wave propagation in the simplified geometry. To understand main features important
for propagation of a tidal wave we consider a simplified set of equation of motion in a narrow
channel of the constant depth.

∂u

∂t
= −g

∂ζ

∂x
(II.32)

∂ζ

∂t
+

∂uD

∂x
= 0 (II.33)

Here D = H. Let’s first consider solution of II.32 and II.33 in the form ζ = ζ1(x) exp i(ωt)
with ω > 0. Introducing the above solution into II.32 and II.33 we arrive at equation for
the sea level amplitude,

∂2ζ1

∂x2
+

ω2

gH
ζ1 = 0 (II.34)

Searching solution in the form ζ1 = A exp−iκx + B exp iκx, the dispersive equation will
take form

ω2 = gHκ2 (II.35)

The sea level is represented as superposition of two waves:

ζ = A exp i(ωt − κx) (II.36a)

running towards positive x direction, and

ζ = B exp i(ωt + κx) (II.36b)

running towards negative x direction. Introducing solutions for the sea level into II.32
and using the dispersive relation II.35, the velocity of the waves propagating towards the
positive and negative directions, follow

u = A

√
g

H
exp i(ωt − κx) −B

√
g

H
exp i(ωt + κx) (II.37)
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One important observation related to this linear system without external force is that the
sea level defines velocity through II.37. The conclusion is that it is sufficient in such system
to prescribe only one dependent variable, i.e., velocity or sea level.

Two waves described by II.37 are called progressive waves since they propagate
in the endless channel without any boundaries. Comparing II.36 and II.37 one can see
that velocity and sea level have the same argument, therefore the phase of oscillation is
identical. From the point of view of an observer moving with the wave, the phase of the
wave remain constant. Consider oscillations described by II.36a, the constant argument is
expressed as

(ωt − κx) = Const (II.38)

In order to keep II.38 as constant while the wave is moving (and assuming that both
frequency ω, and wave number κ do not change) we arrive at

∂

∂t
Constant = 0 = ω − κ

∂x

∂t
(II.39)

This relations defines the wave propagating towards the positive x direction with the phase
velocity

c =
∂x

∂t
=

ω

κ
=

√
(gH) (II.40)

Since ω = 2π/T and κ = 2π/λ the phase velocity can be expressed by the wavelength
λ and the wave period T ,

c =
λ

T
=

√
(gH) (II.41)

In Fig.II.1 a wavelength is given; it was computed by the II.41 for the K1 wave (T=
23.93 hr) and M2 wave (T=12.42 hr) and for the variable depth. Tides display a very long
wavelength in the range of 104 km at the depth of 6 km. Only at the very shallow water
(less than 50 m for M2 and 20 m for K1) the wavelength becomes less than 1000 km.
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Figure II.1 Wavelength of the K1 and M2 tides in the depth varying ocean.

The situation becomes more complicated if channel is closed by one wall or two walls.
The waves reflected from the wall start to interact with the progressive waves resulting in
the complicated field of standing and progressive waves. The channel closed on both ends
is characterized by the own (natural) oscillations, often called eigenoscillations. We
shall investigate these oscillations in a channel of length l, closed at x = 0 and x = l. At
the both ends, velocity of the water particles is zero,

u(x = 0) = 0 and u(x = l) = 0 (II.42)

Boundary conditions for the sea level can be formulated through II.32 as

∂ζ

∂x

∣∣∣∣
x=0

= 0 and
∂ζ

∂x

∣∣∣∣
x=l

= 0 (II.43)

General solutions given by II.36 and II.37 with the above boundary conditions define
the oscillations in the closed channel. Consider first the sea level, through condition at
x = 0, it follows that A=B, thus

ζ = A(exp−iκx + exp iκx) exp i(ωt) = 2A cos κx exp i(ωt) (II.44a)
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Boundary condition at x = l requires that

∂ζ

∂x

∣∣∣∣
x=l

= 0 = sinκl (II.44b)

Above is fulfilled if κl = nπ; or introducing period through the dispersion equation II.35
we arrive at the expressions for the own period of oscillations (often called seiche) in the
closed (narrow) channel

T =
2l

n
√

gH
(II.45)

Here n = 1, 2, ... are nodes of oscillations. First node (n=1) denotes the longest period
oscillations. The seiche is uninodal for l = λ/2, binodal for l = λ, trinodal for l = 3λ/2, . . .,
n-nodal for l = nλ/2.

For a channel of a length l open at the one end and uniform depth H, the seiche
period is given by (Kowalik and Murty, 1993, p.344)

Tn =
4l

n
√

gH
(II.46)

Here n = 1, 3, 5, . . .

5. Energy considerations

5a. Energy flux

Generally, the tidal wave at any location along the channel, can be describe by the
sea level

ζ = ζa cos(ωt − φ) (II.47)

and velocity

u = ua cos(ωt − φu) (II.48)

In the channel the energy flux vector II.29 will have only one component

Eh1 = ρgHuζ (II.49)

Substituting II.47 and II.48 in II.49 an expression for the energy flux is obtained

Eh1 =
1
2
ρgHuaζa cos(φu − φ)

[
1 + cos 2(ωt − φ)

]
+

1
2
ρgHuaζa sin(φu − φ) sin 2(ωt − φ) (II.50)

The first term in the above expression, averaged over one cycle defines the mean flux of
the tidal energy (Nekrasov, 1992):

Ēh1 =
1
2
ρgHuaζa cos(φu − φ) (II.51)
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The first part of II.50 is known also as a pulsating vector. The second part of II.50 averaged
over one tidal cycle does not contribute to the average energy flux. The energy flux can
serve well to differentiate between progressive and standing waves. To demonstrate the
concept let’s consider the progressive wave II.36 and II.37 in the form

ζ = ζa cos(ωt − κx) (II.52)

u = ζa

√
g

H
cos(ωt − κx) (II.53)

Introducing above expressions in II.50 we arrive at,

Eh1 =
1
2
ρg

√
gHζ2

a

[
1 + cos 2(ωt − κx)

]
(II.54)

The energy flux of the progressive wave is always positive, it propagates into the same
direction as the sea level and velocity, and its period of propagation is two times shorter
than that of the sea level or velocity. The mean energy flux is equal to:

Ēh1 =
1
2
ρg

√
gHζ2

a (II.55)

Somewhat different behaves the energy flux for the standing wave. The sea level for
the standing wave follows from II.44a

ζ = 2ζa cosκx cosωt (II.56)

The solution for the velocity follows from II.32, first by differentiating II.56 over x and
afterwards integrating in time

u = 2ζa

√
g/H sinκx sinωt (II.57)

The energy flux defined by II.49 equals to:

ρg
√

gHζ2
a sin 2kx sin2ωt (II.58)

The energy flux of the standing wave is a standing wave as well. The period is two times
shorter than the original wave; it changes sign every half of the period and the mean over
tidal period equals to zero. We can conclude that the standing wave does not transport the
tidal energy. Going back to the general expression for the energy flux II.50 we can conclude
that as the first term is responsible for all the energy flux, henceforth velocity and sea level
elevation are in phase in this term (Henry and Foreman, 2001). The second term which
does not generate the energy flux, represents the standing wave, therefore velocity is in
quadrature with elevation in this term.
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5b. Kinetic and potential energy

According to II.27 the kinetic and potential energy are

Ek =
1
2

∫ ∫
ρD(u2 + v2)dxdy (II.59)

Ep =
1
2

∫ ∫
ρgζ2dxdy (II.60)

Since under integral is the surface density of energy to derive the full energy the integration
area is the sea surface confined within boundary Γ. In the kinetic energy expression the
total depth D is not very different from the depth H hence we shall assume that both are
equal in all energy formulas. If we consider energy stored in progressive wave within one
wave length (λ) for the wave traveling along x direction in a channel of width b, the above
expression for the kinetic energy simplify to:

Ek =
1
2

∫ b

0

∫ λ

0

ρD(u2)dxdy (II.61)

and introducing from II.53 u = ζa

√
g
H cos(ωt − κx), the kinetic energy along the one

wavelength is obtained

Ek,λ =
1
4
ρgλbζ2

a (II.62)

The same expression can be obtained for the potential energy, thus the total energy for
the traveling wave, within one wavelength is

Etot = Ek,λ + Ep,λ =
1
2
ρgλbζ2

a (II.63)

The energy flux of the progressive wave given by Eq. II.55 now can be redifined in terms
of the wave energy per unit area and the shallow water group velocity cg =

√
gH

Ēh1 =
1
2
ρgζ2

acg =
1
2
ρgζ2

a

√
gH

Somewhat different are energy formulas for the standing wave. Using expressions II.56
and II.57 the kinetic energy can be written as

Ek =
1
2

∫ b

0

∫ λ

0

ρD(u2)dxdy =

1
2

∫ b

0

∫ λ

0

ρD4ζ2
a(g/H) sin2 κx sin2 ωtdxdy (II.64)

The kinetic energy contained within one wavelength is

Ek,λ =
1
2
ρgbλζ2

a(1 + cos 2ωt) (II.65)
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Potential energy of the standing wave is defined in the following way,

Ep,λ =
1
2
ρgbλζ2

a(1 − cos 2ωt) (II.66)

Thus both potential and kinetic energy in the standing wave are variable in time with the
period two times shorter than the period of the tidal wave. The total energy for the
standing wave is equal to:

Etot = Ek,λ + Ep,λ = ρgbλζ2
a (II.67)

thus both kinetic and potential energies are transformed in time in such a fashion that the
total energy always is constant. Yet another interesting difference between standing and
progressive waves follows from comparison of the total energy in the progressive (II.63)
and standing (II.67) wave. Standing waves store two times more energy.

6. Free tidal waves in two-dimensional geometry

Let’s consider now a simplified problem of the free tidal wave propagation in the two-
dimensional geometry. To understand main features important for propagation of a tidal
wave we consider a simplified set of equations of motion in the ocean of the constant depth.

∂u

∂t
− fv = −g

∂ζ

∂x
(II.68)

∂v

∂t
+ fu = −g

∂ζ

∂y
(II.69)

∂ζ

∂t
+

∂uD

∂x
+

∂vD

∂y
= 0 (II.70)

Here D = H.
In these equations the nonlinear, frictional and forcing terms have been neglected. In

consideration to follow the dependent variables in the system (II.68)–(II.70) will change
in time as exp(iωt). From the above set of equations one equation for the sea level can be
obtained ( Lamb, 1945),

gH∇2ζ + (ω2 − f2)ζ = 0 (II.71)

Using II.68 and II.69 the components of velocity are expressed through the sea level

u = (ω2 − f2)−1g(f
∂ζ

∂y
+ iω

∂ζ

∂x
) (II.72)

v = (ω2 − f2)−1g(iω
∂ζ

∂y
− f

∂ζ

∂x
) (II.73)

Therefore, when a solution of II.71 is sought, a condition at the coast can be introduced
through II.72 and II.73, since the component of velocity perpendicular to the coast is equal
to zero.
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Let’s first consider solution of II.71 in the form ζ = ζ1(x) exp i(ωt− kyy) with ky > 0.
For ω and ky positive, this wave travel in the positive y direction. Introducing the above
solution into II.71 we arrive at equation for the sea level amplitude,

∂2ζ1

∂x2
+ (

ω2 − f2

gH
− k2

y)ζ1 = 0 (II.74)

Denoting

ω2 − f2

gH
− k2

y = k2
x (II.75)

and assuming that kx > 0, solution to II.74 can be written as

ζ1 = A exp ikxx + B exp−ikxx (II.76)

The wave number kx is real if ω2−f2

gH − k2
y > 0. The waves with the real wave numbers kx

are called Sverdrup waves. The limiting frequency for Sverdrup waves is ω = f , therefore,
this wave cannot exist where f > ω. Since f = 2Ωsinφ is a function of the latitude,
the Sverdrup wave for the tidal frequencies cannot occur poleward above the so-called
critical latitudes. Sverdrup (1926) explained this class of motion by the introduction of
the wave motion on an unlimited rotating disc.

Different solution will be obtained when kx is imaginary. The dispersion relation
defined by II.75 changes to,

ω2 − f2

gH
− k2

y = −k′2
x (II.77)

Here kx = ik′
x. The total solution for this case can be obtained by introducing the new

value of kx into II.76,

ζ = (A exp−k′
xx + B exp k′

xx) exp i(ωt − kyy) (II.78)

From the point of view of an observer looking along the positive y axis the wave at the
coefficient A is right-decreasing and the one at the coefficient B is left-decreasing. This
class of waves are prototype waves used for explanation of the various phenomena occuring
in the tidal waves. Therefore we consider these waves propagating in the rotating (wide)
channel to see what kind of boundary condition is required to sustain such wave. In the
system of equations II.68–II.70, the x axis is directed across of the channel (Fig. II.2)
and the y axis along the wall of the channel (positive to the south), the beginning of
the reference system is set on the left-hand wall (looking along the positive y axis). The
application of the boundary condition at the walls x = 0 and x = b (b is width of the
channel), requires that velocity u = 0. From expression II.72 it follows that

f
∂ζ

∂y
+ iω

∂ζ

∂x
= 0

at the walls, which leads to the two independent systems of roots,

ωk′
x = fky ; ωk′

x = −fky (II.79)

and
ek′

xb − e−k′
xb = 0 (II.80)
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Figure II.2 Propagation of a long wave in the channel

The latter can take the form of an oscillatory wave if k′
xb = inπ (where n = 1, 2, 3, . . .).

This is the so-called Poincare wave, it exists when k′2
x < 0. Under this condition, it

follows from II.77 that
ω2 − f2

gH
− k2

y > 0 (II.81)

Above the ”critical” latitudes wheref2 > ω2, the inequality II.81 is not fulfilled and the
Poincare waves are not admissible. From II.80 by setting k′

xb = inπ we derive the dispersion
equation,

ω2 − f2

gH
− k2

y =
(nπ

b

)2 (II.82)

Propagation towards the critical latitude shows that the left-hand-side of II.82 tends to
zero, whereas the right-hand-side is always positive. Considering the different modes (n)
of oscillations it is easy to deduce from the above equation that the width of the channel
will also limit the admissible Poincare waves. Setting very large channel width brings back
the solution on the rotating disc, ω2−f2

gH − k2
y = 0. Actually solution given by II.78 defines

two different waves according to the boundary condition II.79 and II.80. If the boundary
conditions are taken at the x = 0 and x = b the Poincare solution follows if on the other
hand only condition at the x = 0 is used and B = 0 in II.78 the Kelvin wave will be
derived.

Turning to II.79, we obtain through II.77

ky = ± ω√
gH

(II.83)
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and

k′
x =

|f |√
gh

(II.84)

The wave with these wave numbers can exist both below and above the critical latitude and
is called Kelvin wave. In Table II.1, critical latitudes are defined for major semidiurnal
and diurnal constituents, by equating tidal periods to the inertial period. The numbers
cluster around two latitudes: for the diurnal constituents approximately at 30◦ and for the
semidiurnal constituents approximately at 75◦.

Table II.1

Critical latitudes for the tidal waves

Tidal wave ωi φcr

M2 1.40519·10−4 74◦ 29′

S2 1.45444·10−4 85◦ 47′

N2 1.37880·10−4 70◦ 59′

K2 1.45842·10−4 No

K1 0.72921·10−4 30◦ 00′

O1 0.67598·10−4 27◦ 37′

P1 0.72523·10−4 29◦ 49′

Q1 0.64959·10−4 26◦ 27′

7. Kelvin wave

Kelvin waves are often used as prototype to explain tidal dynamics in the coastal
domains. Classical solution obtained by Taylor (1921) considered a couple of Kelvin
waves (incident and reflected) in a channel imitating an idealized North Sea.

To derive equations for the Kelvin wave a simplified equations of motion and continuity
will be investigated in the geometry of the previously considered channel (Fig.II.2) with an
additional assumption that the crossectional velocity u = 0. Hence from the set II.68-II.70
the following equations are derived,

−fv = −g
∂ζ

∂x
(II.85)

∂v

∂t
= −g

∂ζ

∂y
(II.86)

∂ζ

∂t
+

∂vH

∂y
= 0 (II.87)
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Considering solution to this set in the form

ζ = ζ0 exp−kxx exp i(ωt − kyy) and v = v0 exp−kxx exp i(ωt − kyy) (II.88)

(here k′
x is changed to kx) from II.86 and II.87 an equation of dispersion follows

ω = ±
√

gHky (II.89)

This equation defines the wave number along the y direction. Considering II.85 and II.87
we arrive at the expression for the wave number along x direction,

kx = − f√
gH

(II.90)

Introducing this wave number into II.88 we arrive at the conclusion that wave propagat-
ing along the coast towards the south is depicting an amplitude growing away from the
shoreline (the coastline is to the left when looking into wave propagation). On other hand
the wave propagating towards the north will have amplitude diminishing away from the
shoreline. This solution is

ζ = ζ0 exp− f√
gH

x exp i(ωt + kyy) and v = v0 exp− f√
gH

x exp i(ωt + kyy) (II.91)

Using II.85 it follows that the amplitudes of the sea level and velocity are related as

v0 = ζ0

√
g

H
(II.92)

This solution is for the northern hemisphere. The wave is propagating into negative y
direction. An observer looking into the negative y axis will see that the wave amplitude is
right-increasing and left-decreasing. The distance of the signal decay (x = Rd) along the
channel crossection can be estimated by setting in II.91:

ζ

ζ0
= e−1, whence

fRd√
gH

' 1 (II.93)

The decay-distance is called the Rossby radius of deformation. This distance as func-
tion of the latitude and depth is shown in Figure II.3. For the deep ocean (H > 2000 m)
the Rossby radius is greater than 1000km. Only in the shallow water of approximately
200 m depth, the Rossby radius is less than 500 km. The dependence of the Coriolis pa-
rameter on the latitude tends to diminish the Rossby radius poleward from equator. The
tides propagating north often described by the Kelvin wave along the wall of the channel
located at x = 0. If in turn we consider the second wall of the channel at the distance
x = b and delete the wall at x = 0, the Kelvin wave solution take the following form :

ζ = ζ0e
−f(b−x)/c exp i(ωt − kyy) and v = v0e

−f(b−x)/c exp i(ωt − kyy) (II.94)
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Here
√

gH = c. Thus along the right-hand wall (looking north) the Kelvin wave propagates
towards the north, at the left-hand wall the Kelvin wave propagates southward (FigII.2).
Let us consider these two waves as a superposition of an incident wave propagating towards
north and a reflected wave propagating towards south.

Figure II.3 Rossby radius of deformation (II.93) as a function of latitude and
depth

Denoting the amplitude at the coast in the point 1 (Fig.II.2) as ζx1 and the amplitude
in the point 2 as ζx2, we can conclude that in certain point inside the channel the amplitudes
of both waves are equal. Taking into account II.93 and II.94

ζx1 exp(−fxa

c
) = ζx2 exp(−f(b − xa)

c
) (II.95)

the coordinate of such point along the x axis is specified, as,

xa =
b

2
+

c

2f
ln

ζx1

ζx2

(II.96)

This is so-called amphidromic point. It is located at the center of the channel
when amplitudes of the incident and reflected waves are equal. Usually the amplitude of
the reflected wave is smaller than the amplitude of the incident wave, this assumption
will move an amphidromic point towards the left-hand wall (looking towards north). The
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amplitude decay along the x direction is a function of the depth, therefore in the channel
of greater depth the amphidromic point will be shifted stronger from the central location.
Similar conclusions follow when the left and the right sides of the channel display different
depths, to find the shift for such case, the different depths ought to be introduced into the
RHS and LHS of II.95.

8. Sverdrup wave

Equations II-74 – II.76 describe a general class of waves called Sverdrup waves, their
equation of dispersion reads,

ω2 − f2

gH
− k2

y = k2
x (II.97)

This general relation is completely symmetrical with respect to x and y coordinates, there-
fore for the convenience sake we consider progressive wave along the y direction only, thus
k = ky, and kx = 0. Since the dependent variables in such wave do change along y direction
only, the equations of motion and continuity are,

∂u

∂t
− fv = 0 (II.98)

∂v

∂t
+ fu = −g

∂ζ

∂y
(II.99)

∂ζ

∂t
+

∂vH

∂y
= 0 (II.100)

Looking as before for the oscillatory solution ζ, u, v ≈ exp i(ωt − kyy) we will arrive at the
dispersion equation, similar to II.97, namely,

ky = ±

√
ω2 − f2

gH
(II.101)

The phase velocity for the Sverdrup wave (cs) follows from the above relation

cs =
ω

ky
= c

√
ω2

ω2 − f2
(II.102)

Here c =
√

gH. Inspection of this result shows that the Sverdrup phase velocity
is always greater than the velocity of the long waves (c). This velocity also increases
towards the critical latitudes. The Sverdrup wave can not propagate above the critical
latitude, since in this domain f < ω. The wave amplitude above critical latitude decays
quickly; this mode of propagation is often called an evanescent mode. The properties of the
Sverdrup wave are also changing under the influence of the bottom friction, it is possible
to construct Sverdrup wave in the shallow water with a dispersion relation allowing for
propagation across the critical latitudes Kowalik (1979).
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Figure II.4 Trajectories of water particles in Sverdrup wave. Velocity scale
(5 cm/s) is given at 45◦ latitude.

Solution for the Sverdrup wave progressing along y direction, can be written as

ζ = ζ0 exp i(ωt − kyy) (II.103)

and using II.72 and II.73 with ∂
∂x = 0,

u = (ω2 − f2)−1g(f
∂ζ

∂y
) (II.104)

v = (ω2 − f2)−1g(iω
∂ζ

∂y
) (II.105)

Considering only the real part of the complex solution and taking into account II.99,
the solution is,

ζ = ζ0 cos(ωt − kyy) (II.106)

u =
ζ0f

Hky
sin(ωt − kyy), v =

ζ0ω

Hky
cos(ωt − kyy) (II.107)

Trajectories of water particles form an ellipse with the axis along y direction depending
on frequency ω while the axis along the x direction is a function of the Coriolis parameter.
The ratio u/v = f/ω changes along the circle of latitude from zero at the equator to 1
in proximity to the critical latitude. In Fig II.4 an elliptical motion is depicted for the
semidiurnal M2 constituent at the various latitudes. The rotation in time is clockwise,
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often the sense of this rotation is described as cum sole or anticyclonic. It is of interest
to notice that the Sverdrup wave amplitude is everywhere the same (wave with horizontal
crests). It is difficult to imagine that such property will be preserved upon this wave
interaction with the shoreline.

9. Shelf waves

Incident tidal waves arriving to the shore modify their pattern and travel along the
shore as Kelvin waves. Often before arriving to the shore they undergo interaction with
the shelf. In this section we will look into process of transforming tides by trapping their
energy into the shelf waves. A simple model of a step shelf will be considered (Fig.II.5).

H 1

H 2

y
x

Figure II.5 A model of a step shelf

The general idea is that if such geometry in the presence of rotation possesses own
modes (eigenmodes) of oscillations whose period is close to the tidal period then the res-
onance phenomena can occur. This process will transfer energy into the shelf (trapped)
modes, thus generating enhanced currents. Let’s consider depth discontinuity located at
the origin of coordinates with the x axis pointing towards deep water, Fig.II.5. Deep basin
depth is constant and equal to H2, the shallow water depth is H1. The matching boundary
condition relate the sea level and water transport across the discontinuity depth (Mei,
1989),

ζ1 = ζ2 and u1H1 = u2H2 (II.108)
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Additionally, we assume that the shoreline is located far enough from the shelf break,
therefore its influence will be neglected. Such approach allows us (among quite a few
possibilities) to suggest that the solution across discontinuity will be described as an ex-
ponential function, in the shallow water domain,

ζ1 = A1 exp k′
1x exp i(ωt − kyy) (II.109)

Here x is negative; and in the deep water domain,

ζ2 = A2 exp−k′
2x exp i(ωt − kyy) (II.110)

Indeed if such oscillations exist they will be ”trapped” across the shelf due to expo-
nential decay of the amplitude. Combining these two solutions through the first boundary
condition in II.108, a simple result follows that A1 = A2. The second boundary condi-
tion needs velocity along the x direction, for this we use II.72, and rewrite the boundary
condition as (x = 0),

A1H1

[
(ω2 − f2)g(−ifky + iωk′

1)
]
exp i(ωt − kyy) =

A1H2

[
(ω2 − f2)g(−ifky − iωk′

2)
]
exp i(ωt − kyy)

This simplifies to:

ky = −ω(k′
1H1 + k′

2H2)
(H2 − H1)f

(II.111)

Here the wave number of the propagating wave is expressed as a function of the
frequency. The actual computation of this dispersive equation requires the wave numbers
along the x directions, these we calculate from equation II.75 assuming the form of solution
given by II.109 and II.110. Thus in the shallow domain from II.75 we obtain,

k′2
1 = k2

y − ω2 − f2

gH1
(II.112)

Unfortunately the RHS of II.112 is not always positive. It will be always positive in
the subinertial frequency range when ω < f . In the deep water the wave number is defined
as

k′2
2 = k2

y +
f2 − ω2

gH2
(II.113)

Here we already changed sign in the RHS of II.112, so it is defined in the subinertial
frequency range as well. Introducing k′

1 and k′
2 from the above equations into II.111 we

arrive at dispersive equation which define resonance frequencies for the shelf waves.

ky = − δω

H2(1 − δH)

[
(k2

y +
f2 − ω2

gH1
)1/2H1

+(k2
y +

f2 − ω2

gH2
)1/2H2

]
(II.114)
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In the above the following notation is introduced, δω = ω/f and δH = H1/H2. It is
obvious from the above equation that the wave number is not expressed explicitely by the
frequency ω. The iterative search for solution works well. In the computational example
given in Fig.II.6 we have assumed depth H2 =1000 m, and the relative depth contrast (δc)

δc =
H2 − H1

H2
= 1 − δH (II.115)

was changed by using different δH . Solution behaves well for the large depth contrast
δc = 0.8−0.9 ( small δH = 0.1−0.2) when the depth contrast diminishes (δH = 0.5) solution
exists only for small values of the relative frequencies δω < 0.4 and small wavenumbers.
The small depth contrast (δc < 0.2, δH > 0.8) eliminates the large part of the spectra, for
example, when δH = 0.8, shelf waves exist only if ω < 0.1f .
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Figure II.6. Wave number (should be multiplied by 10−8 m−1) of the shelf waves
as a function of the relative frequency. Waves are generated in geometry shown
in Fig.II.5.

As the resonance frequencies for the shelf waves are located in the subinertial range or
above the critical latitude, the dominant tidally-generated shelf waves will belong to the
diurnal oscillations. The possibility of the shelf wave generation by the semidiurnal tide
can only occur poleward from 75◦ latitude.

10. Tidal motion enhancement around islands and seamounts

Measurements and tidal theories are primarily concerned with the semidiurnal M2

tide whose amplitude generally dominate over all tidal constituents. This is typical for
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many regions of the Atlantic Ocean but Mooers and Smith (1968) on the Oregon shelf
and Cartwright (1969) off the west coast of Scotland found that in the field of velocity
the reverse situation can occur, i.e., diurnal tidal currents can dominate over semidiurnal
currents. This phenomenon has been found in many locations and has been identified with
continental shelf waves of tidal origin, e.g. Yefimov et al., (1985). In the Arctic Ocean,
local response to the tidal forcing is especially conspicuous in the diurnal range of a velocity
field. Critical latitude for the semidiurnal tidal wave occurs within the AO domain. Just
below the critical latitude for the M2 tide, the frequencies of diurnal and semidiurnal tides
straddle the local Coriolis frequency, and therefore, diurnal and semidiurnal constituents
have different tidal wave dynamics for given Coriolis force, gravity, stratification, and
bathymetry.

Tide modification by the shorelines is a vast and important subject, as we are unable
to dwell on all possible interactions therefore we present some extended results related to
tidal motion around islands and seamounts. This section will be divided into two subsection
first the motion trapped around islands and seamounts in both subinertial (ω < f) and
superinertial (ω > f) bands of oscillations will be considered and second part will
be devoted to the shelf waves generated in the subinertial range of oscillations. Tidally-
generated, trapped motions can significantly enhance and modify sea level and currents in
the island proximity. Observations often depict maximum and minimum tidal sea levels
at the opposite sides of the islands. Investigations of the tidal wave pattern lead to the
conclusion that a tidal wave around an island is a superposition of two types of waves: a
primary wave arriving from a distant source and secondary waves generated by the island.
The primary wave consists of incoming propagating and reflected propagating waves. The
secondary wave is trapped around the island and decays offshore from the island. While
the primary wave influences sea level in the entire domain, the trapped wave affects only
the island’s vicinity, propagating clockwise (in the northern hemisphere) around the island
with the same period as the primary wave. The distortion caused by the island modifies
the amplitude of the tidal sea level, changes the time of the arrival of low and high tides,
and enhances tidal currents.

Proudman (1914) investigated scattering of a tidal wave by small circular and
elliptical islands (see also Figs. 149 and 150 in Defant 1960, vol. II). Larsen (1977)
analyzed a systematic variation in amplitude and phase around the Hawaiian Islands

and applied the solution of the scattering problem around an elliptical island to explain
the observations. Analytical solutions for the tidal wave scattering around small islands
were further developed by Lee and Kim (1993) by introducing bottom friction. The
basic facts can be summarized in the following: Observations and numerical modeling
show specific peculiarities in the amplitude and phase distribution both for semidiurnal
and diurnal tides. These peculiarities are sometimes stronger for semidiurnal tides and
sometimes for the diurnal tides.

In Kowalik and Marchenko (2002) theoretical approach we assumed that these
peculiarities were related to the trapping effects around the islands and to the interaction
of the incident waves with the islands. The constructed model of an island in the ocean of
a constant depth was found to be insufficient to explain the behavior of tidal waves in the
region of the Pribilof Islands in the Bering Sea. However, the inclusion of a sill changed
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the situation. The “skirt” around the Pribilof Islands was found to play an important
role in formation of the observed tidal peculiarities. The differences between diurnal and
semidiurnal tides are found to be associated with : a) different incident waves for these
two types of tides, and b) different eigenmodes (own oscillations). Computations of the
island and circular sill response to the incident Sverdrup and Kelvin waves demonstrate
that the former produces a more pronounced difference structure and phase contrast for
the semidiurnal wave and wider sill around the island. Kelvin waves and diurnal Sverdrup
waves do not appear to have much effect on tidal waves around the islands.

An additional question to be answered is how the general picture derived from the
investigation of the scattering tide is changed in the case of resonance response? Of special
interest is the response in the subinertial frequency band due to influence of the shelf waves
trapped around the islands and seamounts ( Rhines, 1969). Observations show that these
modes of oscillations strongly affect diurnal tides in high latitudes ( Huthnance, 1974;
Hunkins, 1986; Kowalik and Proshutinsky, 1995; Rabinovich and Thomson,
2001). Hunkins (1986) reported a significant topographic amplification of the diurnal
tide over the Yermak Plateau, with high velocities and enhanced mixing. Huthnance
(1981) described the high velocities in the vicinity of Bear Island.

10a. Trapped tidal motion around islands.

Observations and numerical computations by Kowalik and Proshutinsky (1995)
around Bear Island in the Barents Sea, of approximately 20 km diameter, located at
74◦30′N, and by Kowalik and Stabeno (1999) around the Pribilof Islands (the diame-
ters less than 20 km), located at approximately 57◦N in the Bering Sea, delineated a dipole
structure in the tidal sea level distribution. Maximum and minimum sea levels occur at
the opposite sides of the islands. According to Proudman (1914) and Lee and Kim
(1993) this feature depends on the direction of propagation of the incident wave relative
to the island. From the point of view of an observer looking in the propagation direction of
the incident wave, the tidal amplitude increases to the left and decreases to the right of the
island. A linear wave (a wave with a straight crest) propagating from east to west should
generate the local sea level maximum at the southern side of the island. Observations in
the Cheju Island region (Lee and Kim, 1993), show that the M2 wave arrives from the
east, therefore amplitudes are much larger on the southern side of this island than on the
northern. In the Barents and Bering Seas the M2 waves arrive from the west, setting the
maximum amplitude at the northern shores of the islands.

The interaction of tides and currents with the bottom topography around islands,
often leads to current enhancement and, as a consequence, nonlinear interactions become
stronger in such regions. Observations and model computations of the oscillatory tidal
flow interacting with bottom topography demonstrate well developed rectilinear motion
around banks and islands (Loder and Wright, 1985).

Here we use observations and computations to explain the trapped tidal wave pattern
around the Pribilof Islands in the Bering Sea. In Figure II.7 the depth distribution is coded
by colors, and continuous lines denote the pattern of the amplitude of the M2 tidal wave.
Islands are located on a shelf plain of approximately 80 m depth at some distance from
the shelf break. The 50 m depth contour shows that St. Paul Island (northern island)
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is surrounded by a wide area of shallow water extending 15–20 km beyond the island
perimeter, while around St. George Island (southern island) the shallow water extends only
3–5 km beyond the island perimeter. A tide wave enters the Bering Sea as a progressive
wave from the North Pacific Ocean through the Aleutian passages ( Sünderman, 1977;
Pearson et al., 1981; Kantha, 1995; Kowalik, 1999). The Pribilof Islands are located
on the shelf, but close to the deep Bering Basin. Here tides propagate from the deep basin
onto the shallow domain, which strongly enhances the tidal amplitudes and currents. The
M2 amplitude of the surface elevation is shown in Figure II.7. It slowly changes from 24 cm
in the deep basin to 31 cm over the open shelf. The sea level depicts the dipole structure
around islands with the minimum located at the southeastern shores and the maximum at
the northern shores. Especially conspicuous is the 14 cm sea level change across St. Paul
Island. Around St. George Island the sea level change is only 7 cm. Due to topographic
amplification by the shallow water, M2 currents up to 50–70 cm s−1are generated around
St. Paul Island (Kowalik and Stabeno, 1999). The driving mechanism which generates
these strong currents around the islands is the dipole structure of the sea level (shown in
Fig.II.7) because the strength of the tidal stream is proportional to the sea level difference
in the dipole structure.
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Figure II.7. Amplitude (in cm) of the M2 tide in the Pribilof Islands and
Canyon, Bering Sea. The depth is coded by colors. Based on Kowalik and
Stabeno (1999).

The dynamics of diurnal tides can be described using the major constituent K1. Al-
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though this wave has an amplitude of approximately 35 cm in the region of the Pribilof
Islands, it does not generate the dipole structure of the same strength as the M2 wave.
The difference in sea levels across St. Paul Island is only 5 cm and across St. George
only 2 cm. Consequently, the diurnal currents are significantly smaller than semidiurnal
currents (Kowalik and Stabeno, 1999).

The important difference in wave trapping around the Pribilof Islands is apparently
related to the local topography, since both diurnal and semidiurnal tides are stronger at
St. Paul Island. Observations also demonstrate that the different types of tides are en-
hanced in different ways, because at both islands the dipole structures are stronger for the
M2 wave, despite the fact that the amplitude of the incident K1 wave being larger than
the M2 wave. To explain the peculiarities of tidal dynamics around the Pribilof Islands
we may use a simple model of Sverdrup or Kelvin waves approaching the islands. As
Mofjeld (1984) has suggested, the tidal waves in the Bering Sea shelf region resemble
a Sverdrup wave generated by an incident wave from the Deep Bering Basin. The Sver-
drup wave model predicts well the amplitudes and phases of the tides on the Bering Sea
shelf (Kowalik and Marchenko, 2002). These waves, in a frictionless ocean, below
the critical latitude, propagate as free waves; above this latitude they change to subin-
ertial evanescent waves. The tide on the Bering Sea shelf along the Alaska Peninsula is
determined by the barotropic Kelvin wave (Mofjeld 1980). Kelvin wave exists both in
subcritical and supercritical latitudes, and hence, this wave strongly influences the Bering
Sea semidiurnal (superinertial) and diurnal (subinertial) tides.

10b. Residual tidal circulation around islands

Observations in the region of the Pribilof Islands and Canyon reveal a clockwise cir-
culation around the group of islands and around each of the two largest islands, St. Paul
and St. George (Kowalik and Stabeno, 1999). Six current meters deployed around
St. Paul Island revealed a steady clockwise flow around the island, that was strongest
south of the island, and weakest to the east. A high-resolution tidal model in this region
showed that this flow pattern results from tidal rectification over the shallow topography
tides. Tidal residual currents of 10-15 cm s−1 were predicted by the model, compared
to mean currents of 5-20 cm s−1 observed at the mooring sites. Both diurnal and semi-
diurnal tidal oscillations contribute to the clockwise circulation around the islands. To
define a slowly changing subtidal motion, a low-pass filter (half amplitude 35 hours) was
applied to the current records obtained around St. Paul Island. The low frequency cur-
rents are directed along bathymetry and support clockwise circulation around the island
as observed in drifter trajectories. The flow around island for the whole measuring period
depicts amazing stability in direction, only once, the flow reversal occurred (Kowalik and
Stabeno, 1999). Currents around the island can be forced by density gradients or wind;
but neither of these mechanisms would result in the described stable behavior through
the various seasons. The only constant mechanism is rectifying tidal currents into low fre-
quency currents. The high-resolution model constructed around St. Paul Island was used
to study a permanent circulation induced through the nonlinear interactions. Residual
velocities and sea level were obtained by averaging an hourly time series over period of 29
days.
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Figure II.8. Residual tidal currents around St. Paul Island. Four major
constituents (M2, N2, K1 and O1) are considered, numerical space step is 617 m.

The horizontal resolution was increased around St. Paul Island to 617 m. This
resolution is close to the grid distance recommended by Zimmerman (1978) and used
by Abraham et al., (1987) for reproduction of the bottom topography with significant
production of vorticity. In the island’s vicinity the residual circulation is small and tends
to be organized in local coastal eddies. At a distance of about 1 to 3 km from St. Paul
Island the residual velocity attains greatest values and circles the island in continuous
fashion. The average residual currents in this region are of the order of 10 to 15 cm s−1.
Additional results obtained for the M2 constituent computed alone, without interaction
with the remaining tidal constituents, show that this constituent is primarily responsible
for the generation of residual currents around St. Paul Island.

A comparison of the measured residual currents with the currents obtained from the
computation is given in the Figure II.9. Computed current magnitude and direction turned
out to be in good agreement with the current obtained from the observations. The most
interesting is current pattern at northern and southern sites. There, due to the local inter-
action with the bottom slope and coastline, the measured currents have been deflected from
the general clockwise circulation. The local coastal eddies, evident in the fine resolution
model (Figure II.8), are responsible for this deflected flow pattern.
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Figure II.9. Comparison of the measured and calculated residual currents in
the vicinity of St. Paul Island.

To depict pattern of the tidal motion in the island’s proximity, a set of particles is
released around St. Paul. Position of a water particle located at a point with coordinates
(x0, y0) at time t = t0 is tracked in time via the Lagrangian velocity. Lagrangian velocity
is defined as superposition of Eulerian velocity (i.e., velocity given from tidal computation)
and Stokes velocity. The change in position of a specific particle in the horizontal plane
during time step dt is described as the total effect due to Eulerian and Stokes velocities
(Longuett-Higgins, 1969).

dx = udt + 0.5(u
∂u

∂x
+ v

∂u

∂y
)(dt)2 (II.116a)

dy = vdt + 0.5(u
∂v

∂x
+ v

∂v

∂y
)(dt)2 (II.116b)

From experiments carried out we can conclude that the primary factors are Eulerian
oscillatory and residual velocity. Stokes velocity is of secondary importance in the particle
motion around St. Paul Island.

The initial locations and trajectories of the particles are given in Figure II.10. Out of
five particles released, the one initialy located 1 km from the shore describes the fastest
trajectory. The particle released closest to the island is slowed down by the local coastal
eddies. Only particles within 6 km of the island describe major features of the clockwise
trapped motion. Particles initially located greater than 8 km west of the island were
trapped into local offshore eddy generated around shallow bank, see Figure II.8.
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Figure II.10. Calculated trajectories during 5-day period. Particles are re-
leased west of St. Paul Island. Lagrangian particle motion is a superposition
of tidal motion (oscillatory and residual) and Stokes drift. Mean velocity varies
from 10 cms−1 to 15 cms−1.

The type of circulation observed around one island can be extended to the island
chain like Aleutian Islands. Tidally generated shelf-trapped waves at the shelf break and
large tidal currents between Aleutian Islands generate strong nonlinear effects, resulting
in complicated spectra of the tidal motion. The basic tidal constituents, through non-
linear interactions, generate long-term and short-term oscillations and residual currents.
The role of tides in the exchange of the water between North Pacific and Bering Sea is
especially important. Due to strong tidal currents, permanent residual motion has been
established between islands (Kowalik, 1999) influencing exchange between the North Pa-
cific and Bering Sea. Tidally driven residual motion around islands establishes a clockwise
circulation (Fig.II.11). Thus in every pass between Aleutian Islands along with the north-
ward transport on the eastern side of a pass, the southward directed transport exists on
the western side of the same pass (Reed and Stabeno, 1999).
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Figure II.11. Tidally driven residual motion around pair of islands
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CHAPTER III: TIDAL CURRENT

1. Bottom boundary layer

The tidal flow depicts to the large degree a constant current from the surface to the
bottom. In proximity to the bottom the eddy viscosity diminishes the flow, influencing
both magnitude and phase of the tidal current. If the tidal waves dynamics was limited to
a simple oscillatory motion as is the case of the short wind waves, the decay of such motion
is associated with an alternating oscillatory movement (Lamb, 1945). The influence of
the Coriolis force brings an additional complication since the water particles in the tidal
wave travel around an ellipse or circle in one tidal cycle. Tidal flow in proximity to the
bottom is described by the following set of equations

∂u

∂t
− fv = −g

∂ζ

∂x
+

∂

∂z
Nz

∂u

∂z
(III.1)

∂v

∂t
+ fu = −g

∂ζ

∂y
+

∂

∂z
Nz

∂v

∂z
(III.2)

In the above equations the horizontal components of velocity (u, v) have been related
to the sea level (ζ). The motion is modified by the Coriolis force and the vertical friction.
Here t is the time, z is the vertical coordinate, g is the gravity acceleration, Nz defines the
vertical eddy viscosity and f = 2Ωsinφ, Ω is the Earth’s rotation frequency and φ is the
geographical latitude.

The first step is to assume that velocity is a combination of the zero-order geostrophic
solution and the first order solution, which represents changes caused by friction (Munk
et al., 1970). For the zero-order, assumption is that the horizontal velocity does not vary
along the vertical direction,

∂u0

∂t
− fv0 = −g

∂ζ
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(III.3)

∂v0
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+ fu0 = −g

∂ζ
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(III.4)

The first-order velocity is defined by,

∂u1

∂t
− fv1 =

∂

∂z
Nz

∂u1

∂z
(III.5)

∂v1

∂t
+ fu1 =

∂

∂z
Nz

∂v1

∂z
(III.6)

The total velocity u = u0+u1 and v = v0+v1 away from the bottom will be expressed
by the u0 and v0 only, while at the bottom, due to the friction u = 0, and v = 0. Therefore,
the boundary conditions for the first-order velocity are

u1 = −u0, v1 = −v0 at z = 0 and u1 = 0 v1 = 0 z → ∞ (III.7)
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In the above equations the vertical coordinate is pointing upward and for convenience
the origin of z-coordinate is located at the bottom. Thorade (1928) demonstrated (cf.
Defant, 1960) that the vertical scale of the bottom boundary layer (BBL) depends on
the tidal ellipse rotation, and for the clockwise (CW) and counterclockwise (CCW) rota-
tion the two different scales occur. Following Sverdrup (1926) the clockwise q and
counterclockwise r components are defined as

q = uq + ivq, and r = ur − ivr (III.8)

These components are defined through the Cartesian velocity as,

u = uq + ur, and v = vq + vr (III.9)

Also for q and r to display constant amplitudes

uq = ivq , and ur = −ivr (III.10)

With the above definition the Cartesian velocity components in terms of the CW and
CCW components, can written as,

u =
q + r

2
, and v =

q − r

2i
(III.11)

or
q = u + iv, and r = u − iv (III.12)

Thus the CCW component is the complex conjugate of CW component. Equations of
motion (III.5) and (III.6) can be redefined for q and r components by multiplying second
equation by i and taking a sum and difference,

∂q1

∂t
+ ifq1 =
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Nz

∂q1

∂z
(III.13)

∂r1

∂t
− ifr1 =

∂
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Nz

∂r1

∂z
(III.14)

Here q1 = u1 + iv1 and r1 = u1 − iv1. The boundary conditions (III.7) needs to be
reformulated for the rotating components, and also the boundary condition at the free
surface ought to be changed, since the distance from the bottom to the free surface is
finite. At the free surface we assume zero stress condition,

∂q

∂z
= 0 and

∂r

∂z
= 0 at z = H (III.15)

At the bottom the total velocity vanishes and the first-order velocity is defined by the
zero-order velocity

q1 = −q0 and r1 = −r0 at z = 0 (III.16)



Z. Kowalik – Tidal current 79

Here q0 = u0 + iv0 and r0 = u0 − iv0. Solution to equation (III.13) and (III.14) for
the constant eddy viscosity Nz and for the all dependent variables changing in time as
exp−iωt, can be written as (Mofjeld, 1980):

q1 = −q0Q and r1 = −r0R (III.17)

Here

Q =
cosh[αq(z − H)]

cosh(αqH)
and R =

cosh[αr(z − H)]
cosh(αrH)

(III.18)

The total velocity as defined by eqs (III.1) and (III.2) is

q = q0 + q1 = q0(1 − Q) and r = r0 + r1 = r0(1 − R) (III.19)

Here
αq = (1 + i)[(f − ω)/2Nz]1/2, if ω < f

αq = (1 − i)[(ω − f)/2Nz ]1/2, if ω > f (III.20)

αr = (1 − i)[(ω + f)/2Nz ]1/2, for all ω, and f > 0 (III.21)
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Figure III.1. Vertical structure of the magnitude of the tidal current for the
constant eddy viscosity coefficient.

The magnitude of the thickness of the BBL can be evaluated from the exponent in
the above solution assuming decay of e−αqδ and e−αrδ is equal to e−1;
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Figure III.2a. 3D vertical structure of the clockwise component in the M2

current.
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δ± '

√
2Nz

ω ± f
(III.22)

Here minus is for the clockwise and plus is for the counterclockwise rotation. At the
latitude 60◦N the disparity between two scales is quite strong, since δ−/δ+ ' 4. In the
Fig.III.1 the vertical distribution of the magnitude of velocity is shown for the clockwise
and counterclockwise motion. The motion is considered in the shallow water of 50 m
depth and is generated by circular current whose components for the clockwise motion
are u0 sin(ωt) and v0 cos(ωt). The amplitude is 10 cm/s and is equal to

√
(u2

0 + v2
0). The

constant eddy viscosity is 50 cm2/s, latitude is 60◦N. The blue color depicts M2 constituent
and the red color is for K1. The strong disparity in the behavior between clockwise and
counterclockwise motion is well noticed.

Because the M2 wave is located in the subinertial frequency domain and its period
(TM2=12.42 hr) is close to the inertial period (Ti = 13.82hr), while the K1 wave is located
in the superinertial domain and its period (TK1= 23.93 hr) is much larger than the inertial
period, the thickness of the BBL for M2 flow is greater than for K1 flow. The strong
differences between CC and CCW motion in the M2 currents are well observed in the time
dependent 3-D motion plotted in Figs.III.2a and III.2b.

A few conclusions follow from the above figures and solution. Consider for example
two velocity profiles with circular motion imparted at the seafloor. We consider profiles
of the 1) M2 CW motion and 2) M2 CCW motion, both forced with the same magnitude.
Comparison of these two profiles shows that the dominant component of velocity at the
free surface is rotating clockwise, while close to the bottom the CCW rotation is stronger.
The relation between M2 and K1 components can be deduced in the similar manner. Again
considering the same forcing the large differences between clockwise rotating currents can
be observed. This leads to conclusion that M2 will dominate in the surface layer, but K1

is stronger in the bottom layer.

2. Vertical changes in the eddy viscosity

Above conclusions were deduced for the constant eddy viscosity which expresses con-
ditions in the well mixed water column. As suggested by Prandle (1982) the properties
of the BBL are further elucidated by the use of a variable eddy viscosity. The exchange of
turbulent motion in the stratified water column is better described through the variable
eddy viscosity. The problem of the tidal BBL and its dependence on the vertical exchange
of momentum and mass will be considered by eqs (III.5) and (III.6), together with the
following boundary conditions,

u1 = −u0, v1 = −v0 at z = 0 and
∂u1

∂z
= 0

∂v1

∂z
= 0 at z = H

(III.23)
Here the clockwise (and circular) motion with the radius equal to 10 cm/s; u0 = 10 sin(ωt)
and v0 = 10 cos(ωt) is considered. To find the variability of the eddy viscosity in the tidal
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flow the additional equations will be considered. To account for the vertical variations of
the density the equation for temperature and salinity are solved,

∂T

∂t
=

∂

∂z
Dz

∂T

∂z
, and

∂S

∂t
=

∂

∂z
Dz

∂S

∂z
(III.24)

In eddy viscosity parameterization we follow Galperin et al. (1988). The eddy
viscosity (Nz) and eddy diffusivity (Dz) are computed according to

Nz = lqSm and Dz = lqSH (III.25)

Where l is the mixing length, q the square root of twice the kinetic energy, and SM and
SH are functions of the vertical stratifications. The definition of these functions is given
in Blumberg and Mellor (1987) and Galperin et al. (1988). The equation for the
turbulent energy

∂q
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)2] + 2Dz

g
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and the equation for the length l
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ρ
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B1
W̃ (III.27)

complete the turbulence closure.
Here B1 = 16.6, E1=1.8, E2=1.33. W̃ defines a wall proximity function, see formulas

(13) and (14) in Blumberg and Mellor (1987). Thus the problem of the tidal BBL
and its dependence on the vertical exchange of momentum and mass will be considered
by eqs (III.5) and (III.6) together with boundary conditions (III.23) and the turbulence
closure problem expressed by (III.24)–(III.27). Similar problems were solved for the tides
by Mofjeld et al., (1984) and Marchuk and Kagan, (1977).

First, the vertical exchange is considered in the uniform water column. The results
of numerical computations are shown in Fig. III.3a for the M2 wave and in Fig. III.3b for
the K1 wave. All parameters are defined for the geometry considered in Fig. III.1. For
comparison, the previous results for the constant eddy viscosity are given as well. The
influence of the depth-dependent eddy viscosity is expressed in the narrowing of the BBL,
both for the semidiurnal and diurnal tides and for the clockwise and counterclockwise
rotations. As before the motion imparted at the bottom influences higher levels of the
water column through the clockwise M2 component. For the variable eddy viscosity the
magnitude of the M2 current even at the water surface is still growing (Fig. III.3a), whereas
the clockwise K1 component reaches constant magnitude away from the free surface (Fig.
III.3b).

The vertical distribution of the eddy viscosity coefficient for the clockwise and coun-
terclockwise rotation of the M2 wave is shown in Fig. III.4. The velocity distribution
given in Fig. III.3 influences the vertical pattern of the eddy viscosity as well. For the
clockwise motion the maximum value of the eddy viscosity is greater and also it is located
higher above the bottom than the maximum for the counterclockwise rotation. The verti-
cal distributions for the K1 wave, differ in magnitude and location of the maximum, but
the general shape of the distributions is similar to the presented in Fig. III.4.
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3. Influence of the stratification

Observation of the tidal currents in the shallow water region of freshwater influence
(outflowing from the Rhine river) show a strong difference for the stratified and well mixed
conditions (Visser et al., 1994). The observations were taken in the shallow (less than
20 m) water and close to the shoreline. On the other hand the tidal currents around
St. Lawrence Island were observed at the greater depth and at some distance from the
island. The influence of the well mixed and stratified conditions is well observed but the
difference is not very strong. The key factor seems to be location of the pycnocline in
relation to the BBL. Let us consider a slightly modified model which takes into account a
modification of the velocity due to the density stratification. Typical density profile south
of St. Lawrence Island at the late summer shows very strong fresh water influence. The
water column structure depicts two-layers of the well-mixed density which are divided by
the very narrow pycnocline layer. This density distribution is introduced into eqs.(III.26)
and (III.27) to calculate modified distribution of the eddy viscosity and next through
eqs.(III.5) and(III.6) a new velocity is computed. With respect to the CW and CCW
components, the density effect will be small on the CCW components since they have a
narrow BBL and above this layer the velocity remains constant. The effect will be stronger
on the clockwise components (especially on M2 wave) due to their variability along the
vertical direction.
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Figure III.5. Vertical structure of the density (sigmat), eddy viscosity coeffi-
cient and magnitude of the velocity in the M2 wave.

In Fig. III.5 the effect of the density stratification on the velocity distribution of
the M2 wave is shown. The density stratification resulted in the new profile of the eddy
viscosity. Due to the density stratification, the turbulence generated in the BBL, has been
strongly reduced and at about 20 m above the bottom it is completely damped. Therefore,
the eddy viscosity changes only in the near-bottom region, above 20 m from the bottom
the eddy viscosity is reduced to the constant, close to zero value. Such distribution of the
turbulence generates the velocity profile (continuous line) which has a small maximum at
the pycnocline and constant magnitude above. For comparison (broken line) the velocity
profile without stratification is given as well. In Fig. III.6 the influence of the density
stratification on the K1 wave is depicted. Although the velocity profile shows a small
variations at the pycnocline, the overall influence is negligible. The different behavior of
the M2 and K1 waves is related to the different thickness of the boundary layers. The
boundary layer thickens of the K1 wave is smaller than the distance to the pycnocline,
therefore the pycnocline region is encountered by the constant velocity profile without
any gradients. On the other hand the boundary layer for the M2 wave is greater than
the distance to the pycnocline. The M2 wave profile depict quite strong gradient in the
pycnocline region. Above pycnocline the eddy viscosity is strongly reduced and the new
vertical structure depicts there a constant velocity. This is in contrast with the profile
computed without density stratification (cf. broken line in Fig. III.5).
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Figure III.6. Vertical structure of the density (sigmat), eddy viscosity coeffi-
cient and magnitude of the velocity in the K1 wave.

Up till now we investigated the vertical structure of the magnitude of tidal velocity.
Let us consider the vertical structure of velocity. The usual approach is to construct the
ellipses of the tidal currents (we consider circles) and to analyze the changes in the water
column due to the bottom stress, eddy viscosity and stratification. In Fig.III.7, top panel
the M2 tidal current circles are given at the three levels. The vertical structure of the
current magnitude corresponding to this case is given in Fig. III.2. The small break in
the circular motion in Fig. III.7 is marking the beginning and end of the tidal cycle. The
circular motion imparted at the bottom is transfered towards the surface, while the current
is increasing towards the surface the motion remains circular. The radius vectors drawn
from the center of the circle to the border denote both the velocity magnitude and the
phases at the initial time. The phase difference between the M2 currents at the surface and
at the bottom is approximately 9◦. Somewhat different picture emerges for the density
stratified column – Fig. III.7, bottom panel. The phase difference between surface and the
middle depth (25 m from the bottom) is negligible, thus the upper portion of the water
(above halocline) is moving back and forth as one column. The phase difference from the
upper water column to the bottom is approximately 33◦. Because the period of the M2

wave is close to 12 hr the phase difference corresponds to about 2 hr difference between
the surface and bottom currents. Comparison of the surface and the middle depth current
show that the current at the surface does not remain circular, but assumes an elliptical
shape; and the middle depth currents are stronger than the surface currents (this conclusion
follows from the Fig. III.5 as well).
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in Figs III.5 and III.6.

-20 -10 0 10 20
0

10

20

30

40

50

De
pth

 (m
)

-20 -10 0 10 20

Velocity (cm/s)

0

10

20

30

40

50

De
pth

 (m
)

1 2 3

4

56789

10

11 12

1 2

345678

9
10 11 12

Figure III.8. U component of the tidal current. Upper panel for the uniform
density. Lower panel for the density distribution given in Figs III.5 and III.6.
Numbers denote hours in 12hr periodic motion.

Let us consider the component of the current in the vertical cross-sections along the
x-axis. This is of course u component in the Cartesian system of coordinates. In the Fig.
III.8 the progression of the velocity for the 12 phases of the M2 tide period is plotted.
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While in the uniform water column (Fig. III.8, top panel) the u-velocity is described by
the continuous profile with small changes along the vertical direction, in the stratified
water column the velocity depicts rapid change in the region of halocline.

In summary, the influence of the density stratification will lead to the changes in the
vertical structure of the tidal currents. The two-layer density structure causes reduction
of turbulence in the column above pycnocline. Therefore the motion in the upper portion
of fluid often show strong phase lag in relation to the near-bottom motion. The vertical
structure of the current tends to develop rapid changes in the pycnocline region.

4. St. Lawrence Island region

Above theory we will apply to the vertical variability of tidal currents in the northern
part of the Bering Sea near St. Lawrence Island. Since the vertical distribution of the
current, due to density stratifications, varies in time the long time-series of measurements
are considered. St. Lawrence Island is situated on the Bering Sea shelf about 250 km
south of Bering Strait and 500 km northeast of the shelf break (Figure III.9). Fall storms
tend to mix and cool the water column until by December the northern shelf waters are
vertically homogeneous and at the freezing point. Ice cover progresses from north to south
(Niebauer, 1999) and by the end of December the entire northern shelf is ice covered.
During the winter, a polynya is generated immediately to the south of St. Lawrence
Island by periodic strong northerly wind events (Schumacher et. al., 1983; Johnson
and Kowalik, 1986). Opening and closing of the polynya occurs until late April, when
increasing solar radiation and warmer air temperatures melt the sea ice. Spring and
summer insolation, the fresh ice melt and the spring river freshets progressively stratify
the water column so that by the end of summer the northern shelf is essentially a two layer
fluid: a homogeneous lower layer of cold, salty water remnant from the previous winter
(mixed by tidal currents) and a homogeneous upper layer (mixed by winds) comprised of
relatively fresh and warm waters. Fall storms then break down this stratification and the
cycle begins anew. The unique location of the northern Bering Sea as a transition zone
between the mid-latitudes and the Arctic results in three different water types (Alaska
Coastal Water, Bering Shelf Water and Anadyr Water, (Coachman et. al., 1975) that
pass through Bering Strait to their eventual fate in the layers of the Arctic Ocean. A table
depicting the annual cycle of the physical environment in the northern Bering Sea region
is given in Table III.1. Tides are an important and consistent driving force in the Bering
Sea. About 90% of the kinetic energy over the south-east Bering Sea shelf and 10-40%
in the St Lawrence Island region is of tidal origin (Coachman, 1986). Tide waves enter
the Bering Sea as progressive waves from the North Pacific Ocean, mainly through the
central and western passages of the Aleutian-Komandorski Islands (Sünderman, 1977;
Pearson et al., 1981; Kantha, 1995). The Arctic Ocean is a minor secondary source
of tides, and therefore tides in the northern Bering Sea are considered to be the result of
co-oscillation with the Pacific and, to a lesser degree, with the Arctic Ocean.
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Figure III.9. Map of the eastern Bering Sea with place names and bathymetric
contours. The study area is denoted by a shaded circle around St. Lawrence
Island.

S O N D J F M A M J J A S

Ice Cover
Highly Stratified Water Column

Homogeneous Water Column
High River Discharge

High Winds

Table III.1. Basic environmental components of the St. Lawrence Island region
and their approximate annual distributions. Shaded boxes denote nominal
months of influence by relevant processes.

Pearson et al. (1981) constructed empirical charts for four major tidal constituents
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(M2, N2, K1, and O1) over the Bering Sea shelf. Mofjeld (1984, 1986) and Mofjeld et
al. (1984) analyzed data for three diurnal components (O1, P1, K1) and three semidiurnal
components (M2, S2, N2) over the northeastern Bering shelf and made comparisons against
numerical models and tidal theory. Observations show that over most of the shelf regions,
the tides are primarily semidiurnal. However, near some of the Aleutian Islands, in Norton
Sound and at some locations along the shelf break, diurnal tides are dominant. The tides
on the northeastern Bering Sea shelf are in a transitional regime, between low tides in the
Chukchi Sea and high tides along the Bering shelfbreak.

The major semidiurnal constituent M2 displays approximately 20 cm amplitude near
St. Lawrence Island. The M2 tide is under the influence of amphidromic systems located
near Bering Strait, southeast of St. Lawrence Island and in the Gulf of Anadyr (Kowalik,
1999). The dynamics of diurnal tides can be described using the major constituent K1.
Although the K1 wave has a maximum amplitude of approximately 40 cm in the region
of the shelf break, this amplitude decreases from the shelf break to about 7-8 cm in the
St. Lawrence Island region. Mofjeld (1984) has suggested that such behavior of the
K1 tidal wave on the Bering Sea shelf resembles a Sverdrup wave generated by an incident
wave from the deep Bering basin. The Sverdrup wave model predicts well the amplitudes
and phases of the tides on the Bering Sea shelf. These waves, in a frictionless ocean below
the critical latitude (for K1 tide, Φcr=30◦), propagate as free waves; above this latitude
they change to subinertial evanescent waves. Data described by Mofjeld (1986) from the
northwestern shelf show that the tidal harmonic constants change seasonally. The diurnal
amplitude increased and semidiurnal amplitude decreased during winter. The increase and
decrease amounted to a few percent of the mean values. The maximum change in amplitude
is close to 3 cm and the maximum change in phase is up to 15◦ for the M2 tide in Bering
Strait. The relatively large changes in amplitude (37% of the mean amplitude) at this
site possibly expresses damping of the tides by the sea ice in the Arctic Ocean (Kowalik
and Proshutinsky, 1994). Observations on ice drift and deformation in the Bering Sea
indicate possible strong nonlinear ice–water coupling in the tidal band of oscillations since
the M4 tidal component of the ice velocity is relatively much stronger than the M4 in the
ocean currents (Pease and Turet, 1989).

Five current meter stations located near St. Lawrence Island were described by Pear-
son et al. (1981) and Mofjeld (1984). Mooring NC25A, located 40 km to the south
of the island at 46 m depth, displays weak tidal currents. Here, the M2 semi-major axis
value is 4.8 cm/s and K1 is 1.8 cm/s. However, mooring LD2 located off Northeast Cape in
a total water depth of 28 m shows much stronger currents: for the M2 wave the semi-major
axis is 15.4 cm/s and for the K1 wave, 7.5cm/s. For comparison to the observations made
in 1998-1999, the moorings deployed in the 1970s and 1980s (NC19B, NC25A, NC26B,
LD2 and LD3) are reproduced in Table III.2 and Table III.3. These historical measure-
ments give broader spatial coverage than the newer observations but none of the historical
records were made over the course of an entire calendar year.

Here we describe tidal analyses from 12 additional year-long stations in the vicinity
of St. Lawrence Island reported by Danielson and Kowalik (2005).
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5. Tidal data and comparison of full records against the vertically averaged
model.
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Figure III.10. Map of the St Lawrence Island region with place names. Moor-
ing locations with tidal analyses new to this study are marked with squares
and historical mooring locations are marked with circles.

Mooring

Name

Latitude

(°N)

Longitude

(°W)

Water

Depth

(m)

Instr.

Depth

(m)

Instr.

Type

Record

Length

(hr)

P1 63.216320 -170.919255 33 29 RCM 8760

P2 63.105798 -170.175357 33 28 RCM 8760

F3 62.939492 -170.332632 44 40 RCM 8760

F4 62.920650 -170.550217 44 40 RCM 8760

F5 62.867403 -170.383040 45 41 RCM 8760

F6 63.150860 -171.065913 44 39 ADCP 8760

FTS8 63.015542 -171.264042 50 45 RCM 8760

F8 63.017197 -171.259847 50 45 ADCP 8760

H1 63.162092 -172.167453 60 22 RCM 8760

H1 63.162092 -172.167453 60 55 RCM 8760

H3 62.584617 -171.585850 48 43 RCM 8760

H3 62.584617 -171.585850 48 20 RCM 8760

H4 62.437383 -170.828100 42 24 RCM 8760

H4 62.437383 -170.828100 42 37 RCM 8760

H5 62.667317 -170.000883 42 37 RCM 8760

H5 62.667317 -170.000883 42 24 RCM 8760

NC19B 63.966667 -172.016667 55 45 RCM 5496

NC25A 63.000000 -170.966667 46 36 RCM 5496

NC26A 63.183333 -173.133333 67 57 RCM 5496

LD2 63.216667 -168.583333 28 24 RCM 696

LD3 64.000000 -168.000000 37 33 RCM 696

Table 2.

Table III.2. Mooring names, locations, water column depth, instrument
depth, instrument type and record lengths are given. Historical mooring names
and parameters (Pearson et al.,1981; Mofjeld, 1984) are denoted with italics.
RCM = Aanderaa RCM-4 and RCM-7 instruments, ADCP = RDI 300 KHz
Acoustic Doppler Current Profiler.
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A total of twelve moorings were deployed to collect velocity data at hourly intervals
over the period of one year from Sepember 1998 to September 1999. Figure III.10 shows a
detailed map of the St. Lawrence Island region with these mooring locations and the five
historical mooring locations taken from Pearson et al. (1981) and Mofjeld (1984).
Table III.2 summarizes the mooring names, instrument types, spatial coordinates, cur-
rent meter depths, water column depths and record lengths for the records used in the
comparison with the numerical model. Tidal ellipse parameters were not recomputed for
the historical records. Rather, we have taken the previously published findings for these
moorings (Pearson et al., 1981; Mofjeld, 1984), adjusting the inclination (and phase
when necessary) to conform to the current standard of reporting ellipse inclination with
respect to due east. New results in Table III.2 have been computed in a consistent manner
to these historical analyses for ease of comparison. The essence of this analysis approach
is consecutive 29-day harmonic analyses spaced every 15 days from the beginning of the
record. Results from moorings LD2 and LD3 were only published with one months worth
of record, so the standard deviation entry in Table III.3 is blank for these moorings. LD2
and LD3 represent mid-summer conditions. The moorings NC19B, NC25A and NC26A
represent tidal currents from the November through June time frame, see Table III.1 and
discussion below for ramifications of these temporally restricted sample periods.

Analysis software T-TIDE by Pawlowicz et al. (2002), was used for all tidal
harmonic fit computations. Two selected depths, one near-surface and one near-bottom
are given for the ADCP instruments.

The yearlong analysis shows that the M2 constituent contains the most energy, with
current speeds between 3.1 and 16.0 cm/s. K1 is the largest diurnal constituent, with
current speeds between 1.8 and 7.5 cm/s. For records with an entire years worth of
data, the M2 (K1) current speed maxima and minima are 16.0 (4.1) and 6.2 (2.0) cm/s
respectively. At ADCP mooring F8, the second through tenth largest constituents resolved
from vertically averaged currents are all in the range between 1.2 and 3.8 cm/s. The first
ten constituents at this mooring, in order of magnitude, are M2, K1, N2, MM, MSM, MF,
01, S2, SSA and P1. All ten constituents have a signal to noise ratio greater than 2. The
sum of these first ten amplitudes is about 38 cm/s. The mean current speed of a year-long
tidal prediction that includes all resolved constituents is about 12 cm/s.

Propagation of the time of maximum M2 current generally progresses from east to
west for the region to the south of the island with the notable exception of mooring H5
off Southeast Cape. The three moorings located off Northwest, Northeast and Southeast
Capes have the three largest Greenwich phase values, indicating that these promontories
may act to disrupt the wave propagation with increased phase lag. Given the similarity
in phase amongst all southerly mooring locations, it is not possilbe to discern a direction
of propagation for the K1 wave. As with the M2 phase, the K1 phase measured at H5
(bottom instrument) is a bit of an outlier.
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Mean
Std.

Dev.
Mean

Std.

Dev.
Mean

Std.

Dev.
Mean

Std.

Dev.

P1 29 6.7 1.5 1.3 0.7 147.9 9.3 74.0 7.3

P2 28 7.2 1.3 2.8 1.3 134.3 8.2 49.6 7.9

F3 40 11.5 3.6 1.5 0.9 137.3 4.4 53.2 5.2

F4 40 10.1 3.3 0.9 0.8 143.1 5.6 57.5 6.0

F5 41 10.6 3.7 0.9 0.9 145.4 6.8 54.3 5.1

F6 37 9.9 1.6 2.2 0.8 146.5 12.6 41.0 11.8

F6 10 16.0 2.0 -3.5 1.2 163.6 6.1 64.8 6.4

FTS8 45 8.3 2.3 0.4 0.6 132.8 6.8 68.7 8.2

F8 43 10.5 1.3 0.1 0.8 145.7 9.3 44.7 8.2

F8 10 15.0 1.0 -3.9 0.8 153.6 5.1 59.6 3.1

H1 22 8.7 2.7 -2.5 1.1 142.9 2.1 114.9 4.8

H1 55 7.1 1.9 0.0 0.5 136.0 7.8 99.6 8.2

H3 43 6.2 2.4 -2.8 1.3 158.8 4.7 60.3 6.3

H3 20 7.1 2.7 -3.9 1.5 162.2 8.9 72.3 4.7

H4 24 8.0 2.9 -3.8 1.5 164.6 35.9 58.7 38.2

H4 37 8.3 2.4 -3.0 1.4 169.0 5.9 42.0 7.0

H5 37 10.9 3.6 -0.3 1.0 62.0 81.4 157.7 95.4

H5 24 12.2 2.7 -2.1 0.9 9.2 3.3 228.7 7.8

NC19B 45 5.3 0.4 0.6 0.5 28.0 8.0 190.0 12.0

NC25A 36 4.8 0.7 0.2 0.5 151.0 5.0 242.0 6.0

NC26A 57 3.1 0.7 1.1 -0.4 101.0 4.0 104.0 5.0

LD2 24 15.4 8.5 59.0 130.0

LD3 33 4.9 3.5 128.0 78.0

Table 3a

Semi-Major

Axis (cm/s)

Semi-Minor

Axis (cm/s)

Inclination

(degrees)

M2

Greenwich

Phase (degrees)
Mooring

Name

Depth

(m)

Mean
Std.

Dev.
Mean

Std.

Dev.
Mean

Std.

Dev.
Mean

Std.

Dev.

P1 29 2.0 0.7 -0.3 0.3 154.8 33.8 231.9 41.0

P2 28 2.1 0.6 0.0 0.3 151.5 10.2 187.0 17.2

F3 40 3.6 1.4 -1.1 0.7 140.4 41.6 192.2 56.7

F4 40 3.4 1.3 -1.2 0.5 155.9 8.7 207.4 15.8

F5 41 3.4 1.3 -1.1 0.6 150.9 32.4 198.1 42.0

F6 37 3.1 0.7 -0.6 0.5 151.8 47.8 197.2 48.9

F6 10 3.6 0.8 -0.7 0.5 134.7 41.5 199.4 50.2

FTS8 45 3.0 0.8 -0.6 0.3 147.4 7.2 222.9 17.3

F8 43 3.5 0.7 -1.0 0.3 158.1 6.0 207.7 14.9

F8 10 3.9 1.0 -1.4 0.4 141.8 5.9 199.0 14.5

H1 22 2.6 0.8 -0.7 0.3 140.3 9.3 234.3 18.7

H1 55 2.7 1.0 -0.6 0.4 154.2 9.1 244.8 18.4

H3 43 2.7 0.8 -1.8 0.7 142.2 38.6 219.6 36.7

H3 20 2.7 1.0 -1.7 0.7 143.0 41.4 203.1 43.1

H4 24 3.2 0.8 -2.1 0.7 113.2 71.1 205.7 87.2

H4 37 3.4 0.9 -2.4 0.7 78.0 73.2 231.6 114.0

H5 37 3.8 1.1 -1.6 0.7 22.5 9.3 227.0 160.9

H5 24 4.1 1.0 -1.6 0.5 21.4 8.3 297.4 113.7

NC19B 45 3.0 0.4 0.0 0.2 44.0 4.0 355.0 9.0

NC25A 36 1.8 0.4 0.4 -0.2 158.0 9.0 214.0 10.0

NC26A 57 1.3 0.2 0.7 -0.2 146.0 14.0 219.0 17.0

LD2 24 7.5 -0.7 79.0 29.0

LD3 33 4.0 -1.7 17.0 24.0

Table 3b

Mooring

Name

Inclination

(degrees)

Greenwich

Phase (degrees)

K1

Depth

(m)

Semi-Major

Axis (cm/s)

Semi-Minor

Axis (cm/s)

Table III.3. Tidal parameters derived from both the model and overlapping
29-day analyses of the current meter records of the St. Lawrence Island region.
Given are semi-major and semi-minor ellipse axes (cm/s), the phase angle
(degrees) referred to Greenwich and the inclination (degress) of the semi-major
axis referenced in a counter-clockwise fashion to due east. Positive (negative)
sign of the semi-major axis denotes counterclocwise (clockwise) rotation. Mean
and standard deviations are computed with respect to the ensemble of 29-day
analyses, beginning 15 days from the start of the record. Historical mooring
names and parameters (Pearson et al.,1981; Mofjeld, 1984) are denoted with
italics.
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The model delineates regions of stronger currents in the St. Lawrence Island domain,
in particular sites off the Northwest, Northeast and Southeast capes. The stronger tidal
currents of these locations are probably due to shallower bathymetry which conforms to
the cape structure. It is of interest to see that Anadyr Strait, located between the island
and Siberia, strongly controls the tidal motion both in the semidiurnal and diurnal bands
by changing the flow from elliptical to rectilinear, whereas off of Southeast cape K1 is much
more elongated than M2. The K1 wave has approximately twice the wavelength of the M2

wave so it is not surprising that the K1 ellipses are less able to exhibit rotational character
within the straits. The wider nature of Shpanberg Strait (approx. 200 km) apparently
allows for more rotation of the M2 wave than does Anadyr Strait (approx. 75 km).

173W 172W 171W 170W 169W 168W
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63.5N

64N

64.5N

M 2 tide
20cm/s

Figure III.11. M2 observed and estimated tidal ellipses. Red ellipses are from
the model, blue ellipses are from the current meter records.

We compare tidal current ellipses from the measurements against the local tidal model
constructed around St. Lawrence Island. The numerical model uses a spatial resolution
of approximately 1.85 km. The boundary conditions for the local model were taken from
a large scale model for the entire Bering Sea (Kowalik, 1999). The ellipses for the M2

tide are shown in Figure III.11 and ellipses for the K1 tide in Figure 12. The computed
ellipses turned out to be in reasonable agreement with those obtained from the observa-
tions, thus implying that the tidal regime is mainly of barotropic nature. Deviations of
ellipse eccentricity and magnitude may be due in part to 1) deviations from true depths
of the bathymetric data set employed, 2) proximity of the recording instrument to the
sea floor and 3) local density structure. These deviations especially are strong for the M2

constituent. Historical currents, usually measured close to the bottom, are smaller than
the computed ellipses. Ellipse orientation is generally parallel to the bathymetric contours
and ellipses are more rectilinear for locations closer to the shore and in the straits.
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Figure IIII.12. K1 tidal ellipses. Red ellipses are from the model, blue ellipses
are from the current meter records.

6. Structure of temporal and vertical variability.

To examine the primary characteristics in the tidal current distribution along the
vertical direction we describe yearlong analyses at mooring F8. Structure of the tidal
currents through the water column based on the annual analysis for all depths at mooring
F8 is shown in Figure III.13. M2 tidal currents are relatively constant (15 ± 2 cm/s) from
the surface down to approximately 15 m depth, depict a slight maximum around 20 m,
and then decay to the instrument depth of 43 m. This character is seen in both the semi-
major and semi-minor axes. The direction of rotation for the M2 ellipse is negative (CW)
and only in close proximity to the instrument the direction changes to positive rotation
(CCW). This reflects that in the entire layer of decreasing current magnitudes, progressing
toward the bottom, the sense of rotation tends more and more to the CCW direction. The
current ellipse only slightly changes eccentricity in the surface layer, as both major and
minor axes are relatively constant. Below 25 m, the eccentricity decreases until at about
10 m above the bottom the ellipse becomes rectilinear, indicitave of the change in sense of
rotation. The M2 inclination and phase both are constant in the upper 15 m of the water
column then undergo a linear decrease of about 15◦ to the instrument depth. In contrast
to the M2 currents, the K1 tidal current semi-major and semi-minor axes are invariant over
the course of the water column. The phase and inclination of K1 progress from the surface
to the instrumet depth over a range of about 20◦ in an opposite sense to the change of the
M2 parameters. The diurnal BBL must be located below the deepest measurement depth,
i.e., 6 m above the bottom. Mean variations through the water column are in the range of
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± 10◦ and ± 0.5 cm/s. The direction of rotation for the K1 ellipse does not change from
CW throughout the water column. The profile shape for the K1 tide does not significantly
change character through the course of the year.
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Figure III.13. Vertical profiles of velocity parameters for M2 (heavy lines) and
K1 (light lines) tidal currents. Dotted lines depict the ±95% confidence limits
for each parameter.

For the two moorings with profiling ADCPs (F6 and F8), we also computed overlap-
ping monthly tidal harmonic analyses for the year-long series. This allows us to assess
the seasonal character in conjunction with the vertical structure for a comprehensive de-
scription of the tidal currents. Figure III.14 describes the yearly cycle of the M2 tidal
currents from F8 and shows the development of a strong baroclinic tide during the sum-
mer. The character of the M2 tidal currents changes over the course of the year from the
cold, salty, ice covered winter conditions between January and March and the two-layer,
sharply stratified conditions of July through September. For M2, the time periods of Oc-
tober to December and May to June are transition periods between these two extremes.
The main periodicity is a yearly cycle with weaker winter currents and stronger summer
currents. The monthlong analyses reveal that the M2 currents varied from as little as 7
cm/s (near the bottom in the winter) to as much as 21 cm/s (near the surface in the
summer). Minimum values were observed near the bottom during all months, the smallest
values occurring between January and March. Tidal currents were fairly constant between
the surface and about 25m during this time. During the stratified period (approximately
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June through September) at mooring F8 a subsurface maximum of the M2 currents oc-
curred between 20 and 25m, whereas at F6 the M2 currents are maximal at the surface and
decay throughout the water column toward the bottom. From March to October, ellipse
inclination and phase both are constant in the upper 20m and then decay from 20m to the
bottom. From November through April the phase and inclination are less variant through
the water column.

The diurnal tidal currents are smaller than the M2 currents and exhibit markedly
different seasonal character. K1 does not have an annual modulation. Constituent K1

(T=23.934522 h) is not typically resolved from constituent P1 (T= 24.065873 h) in a 29-
day analysis, so instead P1 was inferred from K1 using the relationship determined by the
yearlong analysis (Foreman and Henry, 1989; Pawlowicz et al., 2002). Linear inter-
action of K1 and P1 creates a beat period of 1/2 year (Pugh, 1987). In the St Lawrence
Island region, the manifestation of this semi-annual period (Figure 15) results in an enve-
lope of current speed with minimumum of approximately 2.5 cm/s in March/September
and maximum of about 5cm/s in November/May. Although 5 cm/s is not a particularly
energetic flow, it is of the same order as the mean background flow (3.6 cm/s) at NC25A
(Schumacher et al, 1983) and is approximately 40% of the annual mean tidal flow and
14% of the peak tidal flow. Thus the major seasonal cycle for the diurnal currents is not
the annual cycle of baroclinic tide generation which dominates behavior of M2 but the
semi-annual cycle of interacting constituents. Beating of close constituents also occurs
for semi-diurnal tides; we will show later that M2 and N2 exhibit a monthly beat that
dominates the total tidal energy profiles.

-8

-6

-4

-2

0

2

Semi-MinorAxis (cm/s)

10

30

50

70

90

110
Greenwich Phase(degrees)

O N D J F M A M J J A
Month

O N D J F M A M J J A
Month

100

120

140

160

180
Inclination(degrees)

D
ep

th

0

10

20

30

40

Semi-MajorAxis (cm/s)

6

8

10

12

14

16

18

20

D
ep

th

0

10

20

30

40

a.

d.c.

b.

Figure III.14. Contours of harmonic constants for the M2 currents at stations
F8 from September 1998 to September 1999. Shown are: semi-major axis (a),
semi-minor axis (b), inclination (c) and Greenwich phase (d). The horizontal
axes denote the month of the year, the vertical axes denote depth through the
water column.
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Figure III.15. Semi-annual modulation due to constituents K1 and P1 at moor-
ing F8. The envelope shown indicates the range of current speeds seen on a
daily basis.

7. Rotary spectra

Tidal current parameters were also evaluated based on rotary spectra analysis
(Gonella, 1972; Mooers, 1973; Emery and Thomson, 2001). Figure III.16 de-
picts the rotary spectra for the 10 m and 43 m depths at mooring F8. Rotary spectral
analysis for the total energy in diurnal and semidiurnal bands shows that the energy of
semidiurnal tides dominates both the upper and lower water column. The contribution of
diurnal tides to the total energy is smaller, although the second strongest maximum in the
energy spectra belongs to the K1 tide. Tidal maxima show some slight seasonal variability,
but it is not the strongest feature of the tidal regime depicted by the rotary spectra.

The feature which sets apart the tidal currents in the upper and lower water column
are the CW and CCW components of rotation. At 10 m depth, the energy of the CW
component at the M2 period is more than two times greater than the energy of the CCW
component, while at 43 m depth the CCW component slightly dominates (Table III.4). The
same behavior, i.e., prevalence of CW motion at the surface and growth of the CCW motion
towards the bottom can be discerned for both seasons as well as the other semidiurnal tides,
cf., S2 and N2. The ratios of CW to CCW energy in the diurnal band do not appreciably
change with depth.
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Winter Summer Winter Summer

10m 3.25 2.17 3.71 3.65

43m 0.85 0.97 3.25 3.72

M2 K1

Ratio of CW to CCW power in summer and

winter seasons for constituents M2 and K1 at near-

surfaceand near-bottom depths.

Table III.4.
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Figure III.16. Rotary power spectra of the currents at mooring F8. Panels
depict spectra from a) Winter, 10m depth, b) Winter, 43m depth, c) Summer
10m depth and d) Summer 43m depth. Red (blue) traces correspond to CW
(CCW) rotation. Vertical green line locates inertial period (f).
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The broad inertial oscillation maximum in Figure III.16c exhibits strong seasonal
variability. Amplification of near-inertial clockwise currents in the upper layer of the water
column during the summer period is seen in this figure. Wind-generated motion supplies
energy only through the surface layer of the ocean in the wide frequency band around the
inertial frequency, but we have seen that baroclinic tidal effects are also primarily limited
to the upper portion of the water column. The strong summer stratification appears
to limit the enhancement of near-inertial motion to the upper layer. Figure III.16c also
suggests that the summer enhancement is not limited to inertial motion, as the clockwise
currents at the N2 frequency have been magnified with respect to the N2 currents shown in
panel III.16a. However, the noise floor of the semi-diurnal band in the near-surface winter
spectrum (III.16a) appears depressed with respect to the other three spectra, so such
observations are difficult to assess. In winter, the near-surface maximum in the power
spectra around the inertial period of oscillation is absent. One might like to draw the
conclusion that the probable cause of the diminished energy is reduced air-sea coupling
due to sea ice cover, but this has to be reconciled with the measurements in ice free regions.
Maas and van Haren (1987) demonstrated a dramatic increase in energy of the inertial
oscillations, in the central part of the North Sea, from the unstratified winter conditions
to the stratified summer conditions, despite the facts that there is no ice cover during the
winter and that the wind forcing during both seasons is not significantly different.

8. Elliptical motion along the vertical direction

Initial investigations of the BBL were made for circular motion where the relative input
of the CW and CCW motion was the same. To consider the possibility of generating an
elliptical CCW motion in close proximity to the bottom by elliptical CW motion imparted
at the surface we take the surface currents from the F8 mooring and use them as the
forcing function for the boundary layer currents. We consider motion generated by the M2

surface current whose components are u0 cos(ωt−gu) and v0 cos(ωt−gv). Amplitudes and
phases of the current are: u0 = 14.0cm/s, gu = 239◦20′, v0 = 5.3cm/s, gv = 88◦54′. The
density distribution for this computations is the same as in Figure III.5.

The M2 tidal current ellipses have been plotted in Figure III.17 at four levels (distances
are given from the sea surface). In the surface layer (10 m), near the pycnocline (24 m),
below the pycnocline (36 m) and close to the bottom(44 m). While in the upper layer
(10-15 m from the surface) the current ellipses conserve the shape, magnitude, and sense
of rotation. In the lower layer the ellipses change magnitude, shape and sense of rotation.
The clockwise motion dominates in the entire water column with an exception of the
narrow bottom layer where the M2 current rotates counterclockwise. The decrease of the
current towards the bottom is associated with the changes in the ellipse shape. Close to the
bottom, due to the different decay rate of the CC and CCW components the flow becomes
more rectilinear. Especially interesting is the behavior of the tidal current ellipses in the
pycnocline region where a maximum of the current occurs both in observation and model,
although the model predict smaller values than the observed ones.
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Figure III.17. M2 tidal ellipses at the mooring F8 during summer period.
Calculations are given by broken lines, observations by continuous lines. Depth
is shown as distance from the free surface.

9. Tidal ellipses

Tidal currents expressed along the east-west direction as

u = u0 cos(ωt − gu) (III.28a)

and along the north-south as

v = v0 cos(ωt − gv) (III.28b)

depict in the u-v system of coordinate an ellipse. Now we investigate some of the ellipse
properties in the rectangular (Descarte) system of coordinate and in the polar system of
coordinates. To deal with concrete ellipse the data from the previous section will be used
again. With u0 = 14.0cm/s, gu = 239◦20′, v0 = 5.3cm/s, gv = 88◦54′. The plot of
velocities in time for the 12.4 h period is given in Figure III.18.
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Figure III.18. The noth-south and the east-west constituents of the tidal cur-
rent.
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Figure III.19. Tidal ellipse constructed from the current given in Fig.III.18.

The notation used to describe tidal ellipse is shown in Fig. III.19. Besides major and
minor axes the CW sense of rotation is shown by arrow. Often ellipse is related to the
geographical directions to this serve an inclination an angle between the major axis and
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the East. In an older notation the angle was given between the North and the major axis.
Velocity displayed by the tidal ellipse moves the water particles in an elliptical fashion as
well. The displacement ellipse can be easily calculated since:

u =
dx

dt
= u0 cos(ωt − gu) (III.29a)

v =
dy

dt
= v0 cos(ωt − gv) (III.29b)

Thus denoting displacement along x direction as Dx and along y direction as Dy, we arrive
at

Dx =
u0

ω
sin(ωt − gu) (III.30a)

and

Dy =
v0

ω
sin(ωt − gv) (III.30b)

Substituting the values for the ellipse considered above and ω = 1.4051910−4 of M2 from
the Table III.4.
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Figure III.20. Tidal ellipse of dispacement constructed from the current given
in Fig.III.18.

Ellipses of velocity from Fig.III.19 and displacement from Fig.20 depict the same
shape, orientation and rotation, while ellipse of velocity is expressed in cm/s the displace-
ment ellipse is given in meters. We can conclude from Fig. III.20 that the particle travels
during one tidal period more than 4 km.
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Figure III.21. Tidal ellipse constructed from two circles of CW and CCW
rotation.

Investigation of the tidal currents is closely related to the geometrical properties of an
ellipse. Therefore, starting from the velocity component given by III. 28 we shall calculate
the ellipse parameters. First using, a simple example, we demonstrate that the elliptical
motion is a combination of CW and CCW circular rotations. The rotary velocity (cf.
eq.III.8) are superposition of CW and CCW motion. For the CCW motion we can write
as reiωt and for the CW as qe−iωt. The Cartesian components u and v of the velocity
expressed in the complex form can be related to the rotary components, as

V = u + iv = reiωt + qe−iωt (III.31)

u = (r + q) cos(ωt) and v = (r − q) sin(ωt) (III.32)

The magnitude squared of the velocity vector is obtained from u + iv by multiplying
it by complex conjugate u− iv, at any given time,

(~V )2 = u2 + v2 = (r + q)2 cos2(ωt) + (r − q)2 sin2(ωt) (III.33)

hence the maximum current equals to Vmax = r + q and the minimum is current is Vmin =
r− q. These are the respectively, the major and minor semiaxis of the tidal current ellipse.
To deduce the direction of rotation we return to the total velocity in the complex notation

V = u + iv = (r + q) cos(ωt) + i(r − q) sin(ωt), (III.34)

therefore the direction of rotation will depend on the sign of r− q in the above expression.
If r > q (or Vmin > 0) the CCW rotation occurs, on other hand if r < q the CW rotation
dominates. As an illustration let’s take r = 3cm/s and q = 2cm/s. These two circles
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combines into one CCW rotating ellipse given in Fig. III.21 with the major semiaxis equal
to r + q = 5cm/s and minor semiaxis equal to r− q = 1cm/s. This is quite simple example
since the argument ωt starts from t = 0, i.e. from the East direction. Expressions for
the current (III.29) include phase differences (gu and gv) which complicate algebra, but
describe a general behavior. Taking again velocity as a complex number we can include
III.29 in the following way,

V = u + iv = u0 cos(ωt − gu) + iv0 cos(ωt − gv)

=
u0

2
[
ei(ωt−gu) + e−i(ωt−gu)

]
+ i

v0

2
[
ei(ωt−gv) + e−i(ωt−gv)

]

=
[u0

2
e−igu + i

v0

2
e−igv

]
eiωt +

[u0

2
eigu + i

v0

2
eigv

]
e−iωt

= Vcce
i(ωt+gcc) + Vce

−i(ωt−gc) (III.35)

Thus the general expression for the complex velocity has been subdivided into CCW and
CW rotations. The amplitude of the CCW rotation is

Vcc = 0.5
[
u2

0 + v2
0 + 2u0v0 sin(gv − gu)

]1/2
, (III.36a)

and phase is equal to

gcc = Arctan
v0 cos gv − u0 singu

v0 sin gv + u0 cos gu
(III.36b)

For the CW rotation the amplitude is

Vc = 0.5
[
u2

0 + v2
0 + 2u0v0 sin(gu − gv)

]1/2
, (III.37a)

and phase

gc = Arctan
v0 cos gv + u0 singu

−v0 singv + u0 cos gu
(III.37b)

Above simple example of CCW rotating current along the circle of the radius of 3cm/s
and CW rotating current along the circle of the radius of 2cm/s was represented as ellipse
with the following velocity componnents

u = 5cos(ωt) and v = 1cos(ωt − π/2)

Thus taking u0 = 5cm/s, gu = 0, v0 = 1 and gv = π/2 and introducing these values into
III.36 and III.37 the CCW and CW rotating circle are defined as

Vcc = 3cm/s; gcc = 0; Vc = 2cm/s; gc = 0 (III.38)

As we have seen in III.34 the maximum of tidal current (major semiaxis) is defined
by the sum of CC and CCW amplitude,

Vmax = Vcc + Vc =
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0.5
[
u2

0 + v2
0 + 2u0v0 sin(gv − gu)

]1/2 + 0.5
[
u2

0 + v2
0 + 2u0v0 sin(gu − gv)

]1/2 (III.39)

These two circular component ought to be aligned along the same direction at the time
when the maximum currents occur, therefore from III.35,

ωtm + gcc = −ωtm + gc (III.40)

Here tm is the time when the maximum occurs. From the III.39

ωtm =
gc − gcc

2
(III.41)

and introducing this phase value into III.35 the maximum current is

Vmax = Vcce
i(ωtm+gcc) + Vce

−i(ωtm−gc)

= (Vcc + Vc)ei gc+gcc
2 (III.42)

Thus the direction (inclination) of semimajor axis, is

δ =
gc + gcc

2
=

0.5
[
Arctan

v0 cos gv − u0 sin gu

v0 singv + u0 cos gu
+ Arctan

v0 cos gv + u0 singu

−v0 singv + u0 cos gu

]
(III.43)

The direction of the semiminor axis differs from δ by π/2 and the minimum velocity
is defined by the difference of the CCW and CW amplitudes,

Vmin = Vcc − Vc (III.44)

Checking above formulas through the simple example given by III.38, the time of maximum
is tm = 0, the inclination of the major semiaxis is δ = 0, the direction of semiminor
axis is δ = π/2, the maximum current is Vmax = 5cm/s and the minimum current is
Vmin = 1cm/s.

10. Nonlinear effects in the tidal currents.

The ellipse representation of the tidal currents is based on an assumption that the
currents is a linear superposition of the various constituents. This assumption works well
until the stronger currents occur giving the way to the nonlinear interactions. Usually
the tides which propagate over a deep basin depict small currents and amplitudes. Upon
impinging onto the shelf break, the tide changes velocity due to changes in bathymetry.
Numerical models and observations show striking differences in enhancement between di-
urnal and semidiurnal tides in the region of the shelf break. While the semidiurnal currents
show gradual increase in currents the diurnal tides sometimes display the local maxima in
proximity to the shelf break thus suggesting the presence of trapped or partially trapped
diurnal shelf waves. Trapped tidal waves often occur at the edges of continental shelves, in
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the canyons, and at the seamounts, and therefore are important in the dynamical coupling
and exchange of properties between the shelf and the deep ocean.

Velocity patterns of diurnal and semidiurnal tidal motions are also quite different in
the shelf and shelf break domains. An examination of the vertical and horizontal variability
of measured tidal currents along the shelf break show further contrast in the behavior of
the semidiurnal and diurnal constituents, namely: (1) Maximum semidiurnal currents are
observed in the upper layer or at depths of 40 to70 m, and for regions with large depths,
the energy of the semidiurnal currents decreases rapidly with depth; (2) the energy of
diurnal currents remains almost the same (at the shelf) or even significantly increases (at
the shelf break). As a result, semidiurnal currents prevail in the upper layer and diurnal
currents dominate in the near-bottom layer. This behavior, as we demonstrated above, is
related to the different BBL for the diurnal and semidiurnal tides in the middle latitudes.

In the very shallow waters both semidiurnal and diurnal currents are significantly
enhanced resulting in enhanced local mixing and tidal fronts. In proximity to the shelf,
islands, headlands and around banks, due to nonlinear interactions, tidal motion can gen-
erate a new oscillations and the residual permanent currents which are often observed as
permanent eddies. Residual currents play an important role in small and meso-scale ex-
change of properties between shelf and ocean and also in small scale transport of nutrients
and plankton ( Pingree and Maddock, 1985). Sediment transport forced by tides plays
important role in the engineering practice since channel widening and deepening alters the
tidal flow as well. The nonlinear interaction of the sediment transport and tidal velocity
may cause unexpected directions of the sediment transport into and out of inlets (Walton,
2002).

To demonstrate some nonlinear interactions we shall start with tidal equations given
in Ch. II

∂u

∂t
+u

∂u

∂x
+ v

∂u

∂y
− fv = −1

ρ

∂pa

∂x
− g

∂αζ

∂x
+ g

∂βζ0

∂x
+ τ s

x/D− τ b
x/D +Nh∆u (II.22, III.45)

∂v

∂t
+u

∂v

∂x
+v

∂v

∂y
+fu = −1

ρ

∂pa

∂y
+−g

∂αζ

∂y
+g

∂βζ0

∂y
+τ s

y/D−τ b
y/D+Nh∆v (II.23, III.46)

Additionally we shall need to express explicitely the bottom stress as it is proportional
to the square of the average velocity:

τ b
x = ru

√
u2 + v2 and τ b

y = rv
√

u2 + v2 (II.3, III.47)

The transformation of the tidal flow in the shallow water is taken place through the ad-
vective nonlinear term and the bottom stress.
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Figure III.22. Upper panel (red): U component of the M2 tidal current, middle
panel (green): nonlinear U velocity due to the bottom friction, lower panel
(blue): nonlinear U velocity due to the advective term.

Interactions of the various nonlinear terms in the equation of motion when the tidal
flow is composed of many tidal constituents leads to the complicated tidal currents which
changes spatially and temporarily. To investigate the principal futures of the nonlinear
interaction let’s consider flow along the east-west direction only and the nonlinear inter-
action will take place only for the one component – M2. In such case only two nonlinear
terms are present, i.e. the advective term u∂u

∂x
and the bottom friction τ b

x = ru|u|. Assum-
ing M2 current has a simple form cos(ωt) we shall investigate how nonlinear terms change
this wave. For this purpose the advective term is taken as multiplication of cos(ωt) sin(ωt)
and the bottom friction is calculated as cos(ωt)| cos(ωt)|. The results of computations are
given in Fig. III.22. The original M2 wave depicted in the upper panel is only slightly
deformed by the bottom friction as can be seen in the middle panel, and the main period
still remains 12.42 h. The power spectra of the time series from the middle pane shows
that the deformation is located at the 4.1 h. Therefore, we can conclude that each basic
constituent produces through the bottom friction the new constituents called overtides.
Overtides due to nonlinear bottom friction are (Parker, 1991):

ToM2 = TM2/(2i + 1) (III.48a)

Here i=1,2,3,... Thus for the M2 tide the major overtides are located at 4.14 h and 2.48 h.
This has been confirmed by the maximum in the power spectra. Different behavior show
the advective term (lower panel). There is no more oscillations with the basic period, the
main oscillation is close to 6 h period. These are overtides generated by advective terms,
their periods are defined as,

ToM2 = TM2/(2i) (III.48b)
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Here i=1,2,3,... For the M2 tide the major overtides are located at 6.21 h and 3.105 h. By
changing M2 period in formulas III.48 to the period of any constituent the overtides for
every tidal wave can be easily estimated.

Above results are easily obtained by considering simple trigonometrical identities.
First, let us notice that the absolute magnitude of | cos(ωt)| can be (in the first approxi-
mation) taken as 0.5(1 + cos(2ωt)), see Fig.III.23.
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Figure III.23. Upper panel (red): U component of the M2 tidal current, lower
panel (blue): absolute value of U component.

For the bottom friction term u|u|

cos(ωt)0.5[1 + cos(2ωt)] = 0.5[cos(ωt) + cos(2ωt) cos(ωt)] =

0.5
[
cos(ωt) + 0.5[cos(3ωt) + cos(ωt)]

]
=

0.5
[
1.5 cos(ωt) + 0.5 cos(3ωt)

]
(III.49)

This show that the friction produces oscillations with the main frequency of ω and a new
frequency of 3ω. The latter frequency for the M2 wave generates overtide of approximately
4 h. Advective term leads to the following

cos(ωt) sin(ωt) = 0.5 sin(2ωt) (III.50)

Thus producing oscillation with a frequency of 2ω which for M2 wave results in 6 h overtide.

11. Nonlinear tidal interactions in the Sea of Okhotsk.

The Sea of Okhotsk is bounded by Hokkaido, the Kuril Islands, the Kamchatka Penin-
sula, Siberia, and Sakhalin Island (Fig. III.24). The two major domains of the sea are a



110 Z. Kowalik – Tidal current

broad shelf area along the Siberian coast and a relatively flat central basin with depths of
approximately 1000–1500 m. The Kuril Basin is the deepest region with depths of 3000
to 3200 m. The nonlinear tidal interactions are going to be demonstrated in the region of
the Kashevarov Bank. It is located at the northern shelf break between 200 m and 500 m
isobaths with the top of the bank at about 100 m depth.

Figure III.24. Bathymetry of the Sea of Okhotsk.

The Sea of Okhotsk is a region of large tidal sea level oscillations and strong tidal currents.
In shallow Penzhinskaya Guba, total tidal sea level oscillations reach 13 m. The tides are
dominated by the diurnal constituents. In Figure III.25 the major diurnal constituent K1

is given from Kowalik and Polyakov, 1998 (K&P) computations. This constituent
shows enhancement of the K1 tides towards shallow and narrow domains of Shelikhow Bay
and Penzhinskaya Guba. In the latter the amplitude is close to the 4 m. This shallow area
generates the strongest diurnal tides in the entire World Ocean. The area of the Kashevarov
Bank shows typical pattern of the trapped diurnal wave with the local maximum of the
amplitude and the associated change of the phase.
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Figure III.25. Computed amplitudes (solid lines, cm) and phases (dashed lines,
degrees) of surface elevation for the diurnal K1 tide. The phases are referred
to Greenwich; the phase contours are plotted every 15◦.

The maximum tidal currents computed for the eight tide constituents in Figure III.26
connect enhanced tidal currents in both the semidiurnal and diurnal bands to the shallow
areas of Shelikhov Bay and Penzhinskaya Guba. The strong currents occur as well along the
deeper domains of Kashevarov Bank, in proximity to the Kuril Islands and at a few smaller
locations. In the diurnal band of oscillations the maximum current can also be associated
with the occurrence of shelf waves. Enhanced velocity along the shelf break and over
isolated seamounts (see summary by Foreman et al. 1995) is caused by near-resonant
amplification of diurnal currents by topography. Investigations of the resonance band
of frequencies over seamounts by Chapman (1983, 1989), Brink (1989), Hunkins
(1986) and Haidvogel et al. (1993) delineated the dependence of trapped waves on
the range of topographic sizes and stratification. From their results one can conclude that
regions of local resonance are more likely to be found in the polar oceans, where large
values of the Coriolis parameter occurs. Nonlinear interactions of diurnal currents were
investigated by (K& P, 1998) through K1 and O1 constituent behavior over Kashevarov
Bank. These interactions generate residual circulation of the order of 10 cm s−1, major
oscillations at semidiurnal and fortnightly periods (13.66 day) and higher harmonics of
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basic tidal periods. The M2 tidal current, caused by the nonlinear interaction of the
diurnal constituents over Kashevarov Bank, constitutes approximately a half of the total
M2 tide current there.

Figure III.26. Contours of the maximum tidal current (solid lines, cm s−1)
based on the eight constituents.

The fortnightly current, through nonlinear interactions, also influences basic diurnal
tidal currents by inducing fortnightly variations in the amplitude of these currents.

A noticeable transformation of the diurnal amplitudes and currents is evident. Results
are discussed for the dominant K1 constituent. The cotidal chart of the K1 constituent
for the Kashevarov Bank region is shown in Fig. III.27. The amplitude at the top of
bank increases, reaching a maximum of 70 cm. A similar pattern in the O1 tidal level
oscillations occurs as well. The maximum current for K1 and O1 is 85 and 75 cm s−1,
respectively, relative to off-bank values of 5–10 cm s−1. The circular shape of the tidal
current ellipses above the bank changes to rectilinear oscillations at the steepest slopes of
the bank, located south and southwest from the top of the bank. This tidal flow behavior
is typical for trapping or partial trapping of tidal energy by bottom irregularity (Kowalik,
1994).
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Figure III.27. Computed amplitudes (solid lines, cm) of surface elevation for
the K1 constituent above Kashevarov Bank. Bathymetry in meters is given by
dotted lines. The top of the Bank denotes location for the time series analysis.

Local behavior of tidal oscillations often depends on the resonance phenomena in local
water bodies (e.g., Platzman 1972). To demonstrate the possibility of resonance K&P,
1998 depicted the distribution of natural oscillations in the Sea of Okhotsk and especially
at Kashevarov Bank over the range of diurnal and semidiurnal tides.

The natural period of 26.3 hours occurs in the entire SO both in the sea level and in
velocity spectra. This period is very close to the O1 period (25.82 h), therefore enhance-
ment of the O1 tide occurs, but the 26.3 h resonant peak is broad and some enhancement
of oscillations takes place at the K1 period (23.93 h) as well. Observations taken near
Sakhalin Island (Rabinovich and Zhukov 1984), off Hokkaido (Odamaki 1994) and
at the Kuril Islands (Yefimov et al. 1985) show that the O1 constituent is much more
amplified than the K1 constituent, corroborating the possibility of resonance enhancement
in the entire Sea of Okhotsk through a 26.3 h oscillation.

Over Kashevarov Bank the periods in the diurnal range of oscillations and especially
the period of 26.3 hours, shows the resonant amplification of velocity.

The nonlinear interaction of tidal constituents above a seamount is an important
element of tidal dynamics. Recent studies, based on current observations over Fieber-
ing Guyot in the North Pacific (Brink 1995) and on investigations by Butman et al.
(1983), show that the nonlinear interaction of diurnal constituents K1 and O1 results in
new oscillations with periods at the semidiurnal M2 tidal frequency (sum of K1 and O1

frequencies) and a fortnightly tide (difference of K1 and O1 frequencies) with a 13.66-
day period. The rectification of the strong diurnal currents produces a mean (residual)
clockwise circulation around the seamount.
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K&P 1998 applied this mechanism to study nonlinear tidal interaction over Ka-
shevarov Bank due to the two major constituents K1 and O1. A series of experiments
was carried out to assess the effects of nonlinear interactions of these constituents and to
demonstrate the balance between a linear and nonlinear tendency in the tidal velocity.

Two sets of experiments were carried out: a) all nonlinear terms are included, and
b) nonlinear advective terms are rejected and bottom friction terms are linearized. Com-
parison of results with and without advective terms and nonlinear bottom friction in the
equations of motion shows that their omission removes the residual circulation. To in-
vestigate the differences between linear and nonlinear tidal dynamics, we considered the
temporal variability of the tidal currents. The time series of the tidal currents at top of
Kashevarov Bank after 30 days of simulation is shown in Fig. III.28 for both the nonlinear
and linear cases.
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Figure III.28. Time series of the U (east–west) and V (south–north) compo-
nents of tidal current at the top of Kashevarov Bank (see Fig. III.27) for the
linear (upper panel) and nonlinear (lower panel) simulations. Forcing is due
to K1+O1.

The temporal variability of the tidal currents resulting from the interaction of K1 and
O1 constituents exhibits a fortnightly (13.66-day) oscillation which constitutes the upper
and lower envelope of the diurnal signals (Fig. III.28). In the linear case (Fig. III.28,
top) the fortnightly envelopes of the positive and negative values are symmetrical and no
residual currents are generated. In the nonlinear case the upper and lower envelopes of the
tidal currents are asymmetrical (Fig. III.28, bottom). The values of the upper envelope
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of the north–south (V) velocity component are greater than those of the lower envelope,
resulting in a 13–14 cm s−1 residual current. Particularly striking is the difference of
45 cm s−1 between the upper and lower envelopes of the east–west (U) velocity component.

The nonlinear interaction of the diurnal tides influences the pattern of the M2 con-
stituent. The K1 and O1 tides generate a rather strong current at the M2 frequency. The
current shows a maximum of approximately 9 cm s−1 at the top of Kashevarov Bank
where the nonlinear interactions are greatest and rapidly diminishes to 1 cm s−1 off the
bank where the nonlinear terms are small. The 9 cm s−1 current is approximately a half
of the total M2 tidal current above the bank as computed by the model which incorpo-
rated the eight tidal constituents. The nonlinear interaction of the diurnal tides has no
significant effect on sea level at the M2 tidal frequency and the maximum of amplitude is
approximately 1 cm at the bank top.

Figure III.29. Power spectra of the U (east–west) component of the tidal
current at Kashevarov Bank. (top) Linear simulation, (center) fully nonlin-
ear simulation and (bottom) partly nonlinear simulation, due to the bottom
friction. Forcing is due to K1+O1.

To identify additional important aspects of the interaction of K1 and O1 constituents,
power spectra was employed. The purpose of these experiments was to learn how energy
is redistributed from the major tidal constituents, K1 and O1, to various parts of the tidal
spectra for the linear and nonlinear interactions. Magnitudes of the energy spectra at O1

and K1 periods for the nonlinear and linear experiments are governed by different physics.
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These magnitudes are controlled by bottom friction, and only nonlinear bottom friction
reproduces tidal amplitude well. The linearized formula is based on mean values which do
not take local conditions into account.

The power spectra of the east–west component of the tidal current at the top of the
bank are given in Fig. III.29. The linear result is shown in the top panel, the full nonlinear
interaction is given in the center panel, and the nonlinear interaction without advective
terms (only nonlinear bottom friction remains in the equation of motion) is depicted in
the bottom panel.

The power spectrum for the linear problem (Fig. III.29, top) shows only one major
maximum with energy at K1 and O1 wave-periods. In the case of nonlinear interaction,
the existence of several major and minor maxima in the power spectra (Fig. III.29, center)
is revealed. The major maxima occur at the semidiurnal, diurnal and fortnightly periods.
Minor maxima are located close to 8 h and 6 h. The major maxima can be explained
by nonlinear interaction of two original tidal constituents (the so-called compound tides).
Moreover, each basic constituent (K1 or O1) produces, through the nonlinear terms, over-
tides represented in the power spectra as both major and minor maxima. Assuming the
K1 period to be TK1, this constituent through the advective terms, generates overtide
oscillations whose periods are TKi=TK1/2i (Parker 1991). Overtides due to nonlinear
bottom friction are TKi=TK1/(2i+1). Here i=1,2,3,... . Thus, for the K1 tide, the major
overtides are located at 11.96 h and 5.98 h (due to advective terms) and 7.98 h (due to
bottom friction) and for the O1 tide the major overtides are at 12.91 h and 6.45 h (due to
advective terms) and 8.61 h (due to bottom friction). In the semidiurnal band, the power
spectra depict a large maximum of energy caused by several oscillations: a compound tide
at the M2 tide period, an overtide due to the K1 tide at 11.96 h, and an overtide due to the
O1 tide at 12.91 h. In the bottom plot, the nonlinear interaction is caused by the bottom
friction only (i.e. advective terms are neglected), the dominant oscillation is located at
the diurnal band, and the first higher harmonic is, as one would expect, close to 8 h. The
latter maximum is of secondary magnitude and one can conclude that the bottom frictional
terms do not transfer energy as effectively as advective terms. In summary, the nonlinear
terms transfer energy from the K1 and O1 constituents towards longer and shorter periods.
It can be deduced from Fig. III.29 (center panel) that the energy from these waves mainly
sustains oscillations in the fortnightly and semidiurnal bands. At the shorter periods, the
magnitudes of energy maxima are very small.
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CHAPTER IV: TIDE DISTRIBUTION AND
TIDAL POWER

1. Introduction

Currently tidal power plants (TPP) use both potential (tidal sea level) and kinetic
energy (tidal currents). Both usages have their roots in small tide mills constructed along
tidal shores. In a tidal mill a small pond is connected to the open ocean through a sluice.
During flood tides a gate in the sluice is lowered so the pond is filled up with incoming water.
This water is stored in the pond until the ebb tide when the gate is lifted up and the water
head generated is applied to move a waterwheel (Bernshtein, 1961). Since modern tidal
plants tap both potential and kinetic energy, knowledge of tide distribution in the World
Ocean is critical in development of tidal power on a site-specific basis. To illustrate basic
tidal physics which govern the large tidal levels, a few locations with very large tides has
been singled out. While tidal sea levels are quite easy to understand and predict, the tidal
currents are less amenable to investigations. Currents are strongly modified by the local
bathymetry and shoreline geometry. Strong flows occur in relatively shallow water and
in constrained passages. Tides change in density-stratified waters by generating internal
tides which locally enhance tidal currents (Wunsch, 1975). Exploitation of the tidal
energy is usually restricted to limited sites which display large range of tidal elevations,
or strong tidal currents, or both. Consequently, it is important to understand the balance
of the tidal energy at such sites. The balance includes an accounting of the energy inflow
and outflow to and from the local domain, and sources and sinks of energy inside the
local domain (Nekrasov, 1992; LeProvost and Lyard, 1997). An example of energy
balance approach is discussed for the Okhotsk Sea, where one of the largest tidal ranges
have been recorded (13.9 m) in the Penzhinskaya Guba.

Potential energy generated by the sea level difference has been used to produce elec-
tricity through construction of barrages to dam water passages so that the water head
necessary for the turbine operation can be established. Knowledge for such constructions
has been achieved mainly through the investigations of French scientists and engineers and
it was implemented to the 240 MW TPP at La Rance, Brittany, France, in 1967 (Gibrat,
1966). The power plant taps tidal energy during a limited time period when the sea level
difference between basin and open ocean is large enough to drive turbines. A simple con-
sideration based on the conservation of volume connects thus generated power to the sea
level changes in the basin and the discharge through the dam.

Older use of tidal power by blocking the entrance to a bay with a dam was implemented
very slowly, because of the prohibitive costs of such construction. The new approach is
to use tidal currents similar to the way wind-mills are used to tap the wind energy. This
relatively inexpensive method is stimulating tidal power development and has the potential
to provide large amounts of energy (Garrett and Cummins, 2004). A simple theory
shows that the maximum power available from the moving fluid is proportional to the fluid
density times velocity cubed. Because density of the sea water is approximately 900 times
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greater than the air density the same amount of energy generated by wind can be achieved
by relatively much slower water movement.

2. Short description of tides in the World Ocean

Distribution of the tidal amplitude and phase in the World Ocean based on the
Topex/Poseidon satellite observations and on the global numerical models has been sum-
marized by Shum et al. (1997) with the final products recorded on the diskette titled A
Collection of Global Ocean Tide Models, available at email: podaac@podaac.jpl.nasa.gov.
In Figs. IV.1 – IV.4 the charts of amplitude and phase of the four major tidal constituents
(M2, S2, K1 and O1) are shown based on the satellite observations. The data and figures
were compiled by G. Musiela from National Tidal Facility, Adelaide, Australia. To simplify
description, the reference will be often made to the M2 tide – the semidiurnal constituent
due to the moon attraction with the period equal to half of the mean lunar day. This is
the strongest constituent in the entire spectra of the tidal oscillations. The tide produc-
ing force at this frequency is two times stronger than for the K1 tide, the major diurnal
constituent (cf. Chap. I and Pugh, 1987).

It is useful to notice that in the charts the same color denotes the different amplitudes
for the different constituents. Both M2 and K1 wave in the Pacific and Atlantic Oceans
propagate around amphidromic points, where amplitude of the tidal wave is close to zero.
According to the simple long wave dynamics represented by Kelvin wave propagating in
a wide channel, counterclockwise rotation is expected in the northern hemisphere and
clockwise rotation in the southern hemisphere (Ch.II. sec.7, Godin, 1988; Pugh, 1987;
Taylor, 1921). As can be seen in the figures, not all waves in the Pacific and Atlantic
oceans rotate according to expected patterns. Color coded amplitudes filter out the loca-
tions of the higher tidal amplitudes in the World Ocean. The largest surface area covered
by the red color for the semidiurnal tides is observed in the north-eastern Atlantic Ocean
at the coast of north-west Africa, western Europe and Greenland. The high amplitudes
of semidiurnal tides occur also around South America in the Amazon Basin and close to
southern Argentina. The largest surface area of the relatively high semidiurnal tides in
the Pacific Ocean occurs in the Gulf of Alaska, at equatorial South America and around
New Zealand. Other regions of high semidiurnal tides are located in off western Australia
and between Madagascar and Africa.

The diurnal tides, as expressed by the K1 wave, have relatively large amplitudes in
the North Pacific, with the largest surface area covered by red and yellow-red colors in the
Gulf of Alaska and southern part of the Bering Sea, but these amplitudes are much smaller
than the M2 amplitude. The highest diurnal tides have been observed in the Okhotsk Sea.
The regions of the Persian Gulf, Java Sea, west coast of New Guinea, northern Australia
and Antarctica also display stronger diurnal tides. Diurnal tide distribution is contrasting
the semidiurnal tide distribution, while semidiurnal waves depict maxima both in the open
ocean and in the coastal regions, the diurnal waves are very small in the open ocean and
only in proximity to the continents their amplitude is growing.

To describe the total tidal range we shall use the largest observed tidal range, defined
as mean spring range (Pugh, 1987). In the open ocean the tidal range is about 0.5–1m.
The change of depth and coastal line has a strong influence on the tidal amplitude (and
even stronger on the tidal current).
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Figure IV.1. M2 tide in the World Ocean. Amplitude (black lines) is given in
cm and phase (white lines, degree) is referred to Greenwich. Courtesy of G.
Musiela, NTF, Australia.
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Figure IV.2. S2 tide in the World Ocean. Amplitude (black lines) is given in
cm and phase (white lines, degree) is referred to Greenwich. Courtesy of G.
Musiela, NTF, Australia.
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Figure IV.3. K1 tide in the World Ocean. Amplitude (black lines) is in cm and
phase (white lines, degree) is referred to Greenwich. Courtesy of G. Musiela,
NTF, Australia.
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Figure IV.4. O1 tide in the World Ocean. Amplitude (black lines) is in cm and
phase (white lines, degree) is referred to Greenwich. Courtesy of G. Musiela,
NTF, Australia.



126 Kowalik and Luick– Tidal power

Generally along the ocean coast the tidal range is less than 1.5 –2 m. Tidal ranges
exceeding 5–6 m were observed only in the narrow bays or channels where depth is changing
quite smoothly from the mouth to the head (cf., Defant, 1960; Godin, 1988). Usually
the bays with the large tides, like Bay of Fundy on the Atlantic coast of North America,
White Sea in the Northern Russia, Penzhinskaya Guba in the Okhotsk Sea or Cook Inlet
in the Gulf of Alaska, depict amplification of the tide that occurs from the mouth to the
head of the bays. Such tidal patterns may be attributed either to the gradual shallowing
and narrowing of the bay or resonance condition, when natural period (eigenperiod) of
oscillations of the bay is close to the tidal period (Defant, 1960).

The brief description of the tides is aimed here to delineate locations with the high
tidal range for possible tidal power exploitation. Along with the potential energy expressed
by the tidal range, the kinetic energy expressed by the current can be used as well. Con-
struction of the charts for the tidal currents is quite difficult because currents display strong
spatial variability. The general oceanic tidal models (cf. LeProvost et al., 1994; Kan-
tha, 1995; Shum et al., 1997) calculate distribution of currents as well, but the spatial
grid applied in such calculations (20-40 km) is not adequate for the small scale resolution.
Therefore, we mention here a few important properties of the tidal currents. Obviously,
the high tidal range generates the large currents, but the relatively strong currents can
be generated by the coastal and bathymetry constraints even if tidal elevations are small.
The most conspicuous topographic enhancement of the flow occurs in Cook Inlet, Alaska
where M2 tide current increases up to 3–4 m/s (Patchen et al., 1981, US Coast Pilot,
1995). This current enhancement is related to the large tides whose range is close to 10 m.
On other hand, in the passages between the Aleutian Islands, strong currents of the order
of 2.5-3 m/s are not associated with the high tides because the tidal range there is about
1 m.

Semidiurnal and diurnal tidal currents behave sometimes similarly, but often are dif-
ferent. Tides propagating from the deep ocean onto the continental shelf change velocity
due to changes in the bathymetry. The shelf break also induces a strong vertical motion
and, in the stratified ocean, large amplitude internal tides are generated as well. These
waves can display large currents but they do not influence the sea level. Large amplitude
internal wave packets are often observed at the shelf break region (Holloway, 1987). All
tidal waves impinging on the shelf break become slightly deformed and additionally, at the
middle latitudes, diurnal tides are also selectively trapped over shelf break region. The
resonant phenomenon in the diurnal band of oscillation can generate enhanced current and
trap tidal energy away from the shelf domain as well. Trapped diurnal tidal waves often oc-
cur at the edges of continental shelves, in the canyons and at the seamounts (Cartwright,
1969; Kowalik and Proshutinsky, 1993). This trapping of diurnal tides at the local
bathymetry leads to enhancement of the tidal currents, while the change of the sea level is
quite small. Over the shelf and in the shallow bays, in the passages between islands, close
to headlands and around banks the tidal currents, both in diurnal and semidiurnal band
of oscillations can be strongly amplified leading often to strong nonlinear interactions.

3. Short description of extreme tide ranges.

Here the brief description of the highest tides in a few locations of the World Ocean, is
given. Although the tidal constituents (amplitude and phase) are constant, the resultant
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tides depend on many time dependent factors which tend to generate variable sea level
elevations. The highest tidal ranges given below are expected to occur at least once per
year.

1. The Bay of Fundy. Tidal range 17m. The bay is located on the Atlantic
coast of Canada and it has the highest tides observed in the World Ocean. Tides in the
bay are dominated by the semi-diurnal oscillations with high waters and low waters each
approximately of the same range. The high tides have been attributed to the fact that the
natural period of the Gulf of Maine-Bay of Fundy system is close to, but slightly above,
the M2 period (Garrett and Greenberg, 1977; Greenberg, 1979). The evidence for
this came from an examination of the tidal amplification at the various ports as a function
of the frequency and existence of the highest amplification peak at the M2 frequency. In
the Bay of Fundy proper the amplitude of M2 tides changes from approximately 2 m at
the entrance to more than 5 m in Minas Basin and to more than 4.5 m in Chignecto
Bay (see Fig. IV.5). Along with the high tides, strong tidal currents occur which can be
used for tidal power generation as well. The half-flood tide currents at the south shore
of the Bay of Fundy are close to 100 cm s−1 and at the north shore about 75 cm s−1.
The obvious locations for the strong currents are narrow passages like Cape Split, dividing
Minas Channel from Minas Basin; here the maximum flood tide current is close to 4 m/s.
Flood tides entering rivers cause strong currents and bores. The Saint John River empties
through a shallow sill about 4 m deep, tides here cause a strong current alternating in
direction, known as ”reversing falls”. Strong tides and narrow passages seem to be ideal
for tidal power utilization, therefore, in the Bay of Fundy a small pilot plant for tidal
power generation has been constructed at the Annapolis Royal, Nova Scotia. The mean
tidal amplitude of the M2 tide at this site is more than 3 m.

Figure IV.5. Amplitude (in meters) of M2 tide in the Bay of Fundy.
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2. Penzhinskaya Guba. Tidal range 13.9 m. This bay is located in the north-
eastern part of the Okhotsk Sea (Fig. IV.6). The Okhotsk Sea’s natural period of oscil-
lations is close to 26 h, therefore the diurnal tides are resonantly enhanced and dominate
over semidiurnal tides. Both M2 and K1 waves are generated by tides entering the Okhotsk
Sea through the passages between the Kuril Islands, and both tides show similar amplitude
in the North Pacific. The system of Shelikhov Bay and Penzhinskaya Guba amplifies all
tidal waves. At the entrance to Shelikhov Bay the K1 wave amplitude is close to 150 cm,
the O1 is about 100 cm and M2 is 50 cm. While K1 is amplified to about 250 cm (about
two times), O1 to about 180 cm (about two times) and M2 to about 120 cm, thus sug-
gesting that the system of Shelikhov Bay and Penzhinskaya Guba is better tuned to the
semidiurnal periods.

Figure IV.6. Amplitude and phase of the K1 tide in the Okhotsk Sea based
on Kowalik and Polyakov (1998). Amplitude (solid lines) is in cm and phase
(dashed lines, degree) is referred to Greenwich

An interesting and important phenomenon for tidal power exploitation, are regions
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of trapping diurnal tides, where tidal currents are enhanced. This phenomenon is called
tidally induced trapped shelf wave. Because tidal frequencies (ω) straddle the local Coriolis
frequency, diurnal and semidiurnal constituents have different tidal wave dynamics for
given Coriolis force, gravity, and bathymetry. In particular, in the Okhotsk Sea, diurnal
tides are subinertial and semidiurnal tides are superinertial. The inertial frequency (ω =
f , where f = 2Ωsinφ, Ω is the Earth’s rotation frequency and φ is the geographical
latitude), separates physically different types of wave motions: gravity forces determine
wave behavior at ω > f , while gyroscopic forces prevail at f > ω (LeBlond and Mysak,
1978). A noticeable location for diurnal tide trapping is Kashevarov Bank (depth about
100 m). While K1 amplitude above this bank increases only about 10 cm (see Fig. IV.6),
the current at the top of the bank reaches 85 cm/s, while off-bank values are 5–10 cm/s.
The maximum current of K1 and O1 is close to 160 cm/s at the bank’s top.

3. Puerto Rio Gallegos, southern Argentina (Lat. 51◦ 36′ S Long. 69◦ 01′

W). Tidal range close to 12 m.

Figure IV.7. Main tidal constituents: (a) M2 constituent, amplitudes (color),
Contour Interval (Cl) = 25 cm, Greenwich phase (white solid lines), Cl = 20
deg; (b) K1 constituent, amplitudes (color), Cl = 2 cm. Courtesy of E. Palma,
Universidad Nacional del Sur, Bahia Blanca, Argentina.
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Figure IV.8. Tide gauge records from Muelle El Turbio (Rio Gallegos) Lat.
51◦37′S, Long. 68◦13′W, courtesy Departamento Oceanografia, Servicio de
Hidrografia Naval, Argentina.

The general chart of the M2 tide (Fig. IV.1) shows strong amplification of this wave
at the southern Argentina coast line. Such amplification is due probably to the wide shelf
(Glorioso and Flather, 1997). The width of this shelf is close to a quarter wavelength of
the M2 tide and therefore resonant conditions may be at work in this system. In Fig. IV.7
the amplitude and phase of the major diurnal (K1) and semidiurnal (M2) constituents are
given based on the computations by Palma et al. (2004). The amplitudes of the diurnal
waves are one order smaller than the amplitude of the semidiurnal waves. The semidiurnal
wave propagates from the south to the north and the largest amplitude of more than 4 m
occurs along the shore between 48◦S and 54◦S in the Bahia Grande. Smaller bays to the
north also enhance semidiurnal tides, and especially around 41◦S (Golfo San Matias) the
M2 wave is strongly amplified so that the total tide range is close to 10 m. The largest
tides occur in the estuary of Rio Gallegos. Measurements taken at the point Lat. 51◦37′S,
Long. 68◦13′W, during the month of December 1980 (see Fig. IV.8) by Departamento
Oceanografia, Servicio de Hidrografia Naval show range of 11.6 m, but up river from this
point the range exceeds 13 m. Fig. IV.8 shows that, indeed, the dominant tidal constituent
is semidiurnal tide, but it also depicts a strong change of amplitude in the two-week time
period, which suggests that the tidal energy is highly variable in time.
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Figure IV.9. Amplitude and phase of the M2 tide at the N. W. European Shelf
Seas, based on Flather (1976). Amplitude (solid lines) is in cm and phase
(dashed lines, degree) is referred to Greenwich

4. Gulf of St. Malo, coast of France. At the port of Granville the maximum
tide range of the spring tide reaches 14.7 m.

5. Bristol Channel, coast of England. The maximum tidal range in the Severn
River estuary reaches 14.5 m.

M2 tide at the coasts of Scotland, England and France is strongly amplified as shown in
Fig. IV.9. These data were derived by Flather (1976) through an application of the 2-D
model. Computed amplitudes and phases are in close agreement with the observations. In
this figure, the two locations of the extreme tidal amplitude have been marked, the heads of
the Gulf of St. Malo and the Bristol Channel. The English Channel/La Manche (between
France and England) and Irish Sea (between England and Ireland) are two channels where
M2 wave is generated through the interaction of two traveling waves entering these channels
from the south and north (Defant, 1960).

As both channels narrow, the tide is amplified, and it seems that, both in the Gulf of
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St. Malo located in the English Channel/La Manche and the Bristol Bay located in the
Irish Sea, the resonance phenomenon is at work. The resonance interaction between co-
oscillating water-masses of the Gulf of St. Malo and the oscillations in the English Channel
can be easily deduced from the Fig. IV.9. At the entrance to the Gulf of St. Malo the
amplitude is only about 200 cm to 250 cm, while it increases to more than 400 cm at the
head of the Bay. A similar situation occurs in the Bristol Channel; the amplitudes at the
entrance of about 200 cm are amplified at the head of the Bay to approximately 450 cm.

Figure IV.10. North west Australia. Geographical locations of the largest tides
in the Australia. Notice the extent of the shelf given by 200 m isobath.

6. Western Australia. Tidal range 11 m.

As can be gleaned from the Figs. IV.1 and IV.2, Northwestern Australia has very
large tides. The major tidal constituents belong to the semidiurnal tides. As in many
cases considered before, the tidal behavior over an adjacent ocean shelf defines to a large
degree the tides along the coastline. The largest tides occur in the two semi-closed water
bodies: Collier Bay and King Sound (Fig. IV.10).

The largest recorded ranges in Australia are those for Lizard Island (11.352 m) and
Shale Island (11.556 m) located in the Collier Bay, see Fig. IV.11. This is based on data
obtained in 1977 and 1963, respectively (NTF, 2000). A common misconception is that
the highest tides are around Derby, King Sound (10.468 m). The tides in King Sound and
Collier Bay travel through narrow passages. A narrow passage to Talbot Bay (in Buccaneer
Islands) depicts very strong tidal currents. Tidal flow generates a waterfall effect as water
piles up against one side of this narrow passage (50 m wide).
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Figure IV.11. Collier Bay, Northwest Australia. Tide range in meters. Cour-
tesy NTF, Australia

4. Rudimentary notions related to transfer of energy

The force F applied to a water particle displaces this particle from position l to
position l + dl, and therefore this force does small work dW

dW = F · dl (IV.1)

The work done on the particle of water by the various forces is equal to the change in the
kinetic energy of the particle. To understand this important connection between work and
energy let us start with the general equation of motion,

ρ
Du

Dt
= Fx (IV.2)

ρ
Dv

Dt
= Fy (IV.3)

Here ρ denotes the density of the sea water, u and v are the components of the velocity
vector U along x (East-West) and y (South-North) directions, respectively, and Fx and
Fy are the components of force F. Multiplying the first equation by dx and the second
equation by dy the work along x and y direction is obtained

ρ
Du

Dt
dx = ρ

Du

Dx

Dx

Dt
dx = ρ

Du

Dx
udx = Fxdx = dWx (IV.4)
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ρ
Dv

Dt
dy = ρ

Dv

Dy

Dy

Dt
dy = ρ

Dv

Dy
vdy = Fydy = dWy (IV.5)

Adding the above equations by sides

ρd(u2/2 + v2/2) = dWx + dWy = dW (IV.6)

and integrating we arrive at the conclusion that the work done by all forces in the system,
such as pressure, tidal forces and friction resulted in the change of kinetic energy of the
system.

ρ(u2/2 + v2/2)2 − ρ(u2/2 + v2/2)1 = W (IV.7)

To continue this consideration, one needs a system of units to measure forces, work and
energy. The force defined by equations IV.2 and IV.3 is density multiplied by acceleration.
This is due to the fact that we consider the mass of the unit volume. Thus, assuming force
as mass times acceleration,

F = m
DU
Dt

; units in CGS are 1g × 1
cm

s2
(IV.8)

This unit is called dyne. Since 1kg=103g and 1m/s2 =102 cm/s2 the larger unit is
introduced called newton. 1N=1kg × 1m/s2 =105 dyne. The unit of work is defined as
the work done by a unit force moving a water particle a unit distance. In CGS the unit
of work is 1dyne × cm, which is called erg. Finally, the notion of power is defined as the
time rate at which work is done,

P =
dW

dt
= F ·U; units in CGS are 1J/s = 107erg/s = 107g × cm2

s3
(IV.9)

From above, the power can be also expressed as force multiplied by velocity. The 1j/s is
called watt (W).

It is of interest to evaluate an amount of the tidal energy which can be used for the
tidal power. Here different avenues can be taken; the easiest approach is to define potential
energy as it is expressed by sea level change, and the average numbers for this change
are easily accessible from measurements. The kinetic energy is expressed by currents and,
therefore, it is a less known part of the energy balance. Besides kinetic and potential energy,
the consideration of dissipated energy due to friction may also be important, because
redirecting this energy into tidal power seems to sustain the tidal regime. The average
dissipated power due to tides is equal to 4 TW (Munk, 1997; Egbert and Ray, 2000)
and the major portion of approximately 3TW is associated with the lunar tides (Kagan,
1997), (1 Terawatt=1012 W). Generally, we assume that the work done by the Moon and
Sun is in balance with the tidal energy dissipated in the World Ocean. Efforts made by
oceanographers to evaluate the energy dissipated through the work done by the frictional
forces and through other sinks of tidal energy are still in progress (Munk, 1997). The
exploitation of tidal energy should reinvest this dissipated energy into tidal power with
the tacit assumption that such an approach should not strongly disturb the tidal regime.
The large changes introduced by tidal power tapping may defy the entire purpose of tidal
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power. The present-day tidal current and tidal elevation may remain unchanged if tidal
dissipation is substituted for tidal energy tapping. While the amount of dissipated energy
is relatively easy to account for, the spatial (geographic) distribution of dissipation will be
difficult to preserve (or conform to the natural dissipation), since the tidal energy must be
tapped strongly at the smaller domain to be economically viable. To estimate available
tidal energy, the kinetic and potential energy of tides ought to be known. The potential
energy is given by

1
2

∫ ∫
ρgζ2dxdy = const (IV.10)

This energy is expressed in g × cm2

s2 , therefore to change it into power the above ought
to be divided by time, i.e., the tidal period. The sea level ζ changes from 0 to the tidal
range, or 2ζa during one tidal period. Where ζa is the amplitude. The major input into
this expression is the surface area of a domain. Let’s estimate the potential energy in
Cook Inlet, Alaska, where the maximum tide range is close to 11m and the average range
over the inlet can be taken as 6m. Surface area of the inlet is approximately 2 × 104km2.
Substituting these numbers into an equation for the potential energy we arrive at 3.5 ×
1015 J=3.5× 103 TJ. Assuming that this energy can be changed into power at a constant
rate in time during the M2 tide period, the power extracted will be 7.8×1010W= 7.8107kW.
Similar calculations for the entire World Ocean with an average tide amplitude of 50 cm
will set a global energy equal to 3.5 × 105 TJ. Changing this energy into power, we arrive
at approximately 8×109kW. This power is only 100 times larger than the power available
in the Cook Inlet, although the surface of the World Ocean (5× 108km2) is about 2.5×104

times larger than the Cook Inlet. Finally, a word of caution, the formula (IV.10) used
for the potential energy calculations gives only an approximate estimate. The formula is
correct, but it requires detailed knowledge of the sea level distribution.

Actually, the above calculated energy cannot be extracted into power uniformly in
time. The tide is variable in time, and in Cook Inlet it exhibits a marked diurnal inequality
with the consecutive high waters and low waters varying strongly. The tidal regime in all
local waters display strong fortnightly (neap-spring) variability. Usually the amplitudes
from spring to neap tides change by a factor of 2, which means that the energy changes
by a factor of 4. These variabilities make the utilizing of tidal energy quite difficult and
necessitate large investments into complicated machinery for the tidal power generation,
which differs from the hydro-power generation. However, we have to realize that ”available”
tidal energy cannot be completely used for power generation; the best approach will be to
utilize the portion which is dissipated in the local water body. This guarantees (to some
degree) that the old tidal regime will stay undisturbed. A different approach is to extract
the tidal energy only in a small section of the basin (bay), so even if the tidal regime is
changed in this small section the remaining area of the basin will sustain strong tides and
deliver energy for power tapping.

5. Tidal energy balance in local water bodies

Mean energy balance averaged over the tidal period includes sources of energy i.e.,
energy generation due to the work of external forces, as well as sinks of energy, this is
energy dissipated by the internal and bottom friction. Sources and sinks of energy are
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connected by transport of energy expressed by the energy flux (Munk, 1997). The well
established principle of energy conservation declares that the tidal energy averaged over the
tidal period and over the surface of the local water body must remain constant, therefore
the flux of tidal energy into domain (through the open boundaries) and the tidal energy
generated in the local domain ought to be in equilibrium with the dissipation. Hence, for
the energy balance over the tidal period and over the domain surface and boundaries, a
simple equation holds (Nekrasov, 1990; Leprovost and Lyard, 1997; Kowalik and
Murty, 1993)

1
T

∫ {∫ ∫ [
Eg +

∂Ehx

∂x
+

∂Ehy

∂y
= Ed

]
dxdy

}
dt (IV.11)

Here: dxdy element of surface in the x and y coordinates, t is time, T denotes the tidal
period, Eg = Egx + Egy is surface density of the energy generated in the domain. It is
expressed in W cm−2. Therefore, to derive the total energy, it is multiplied by the domain
surface area. Ehx and Ehy are components of the energy flux through the boundary
between the local water body and the ocean. It is expressed in W cm−1 and to derive
total inflowing energy it is multiplied by the length of a boundary. Ed is surface density
of the energy dissipated in the domain. It is expressed in W cm−2. Hence, to derive total
dissipated energy, it ought to be multiplied by the surface area of a domain. Usually, the
tidal energy generated in a local domain is very small in comparison to the energy flux, so
that an even simpler equation of energy conservation can be written, namely

1
T

∫ {∫ ∫ [∂Ehx

∂x
+

∂Ehy

∂y
= Ed

]
dxdy

}
dt (IV.11a)

The energy flux is a vector with two components defined as (Nekrasov, 1992; Henry
and Foreman, 2001),

Eh = {ρgHuζ, ρgHvζ} (IV.12)

Here the following notation is used: ρ is the water density, g is the earth’s gravity accelera-
tion, H is the water depth, ζ is the sea level and u and v are components of velocity along
west-east (x) and south-north (y) directions. Investigation of the progressive tidal wave
established the mean (over tidal cycle) energy flux along the x direction as (see Chap. II,
eqs. II.29 and II.51)

Ēhx =
1
2
ρgHuaζa cos(φu − φ) (IV.13)

A similar formula can be written for the y coordinate

Ēhy =
1
2
ρgHvaζa cos(φv − φ) (IV.14)

Measured sea level and velocity are represented here as cos function of frequency ω = 2π/T
(T is tidal period), and time t. The sea level and velocity in the tidal wave are given in
the following way

ζ = ζa cos(ωt − φ)

u = ua cos(ωt − φu)



Kowalik and Luick– Tidal power 137

v = va cos(ωt − φv) (IV.15)

ζa is amplitude and φ is phase of a tidal wave. For each tidal constituent the amplitude
and phase are called harmonic constants. ua and φu are amplitude and phase for the u
component of current (u harmonic constants). va and φv are amplitude and phase of the
v component of current (v harmonic constant).

The tidal energy dissipation takes place through bottom friction, horizontal friction
and transfer of the tidal energy into internal tides or turbulence (cf. Munk, 1997). The
most important terms are due to dissipation by the bottom friction :

Edx = uτb
x and Edy = vτ b

y (IV.16)

Here τ b
x and τ b

y are components of the bottom stress. The bottom stress depends on the
current velocity and is expressed as

τ b
x = ρcdu

√
u2 + v2 and τ b

y = ρcdv
√

u2 + v2 (IV.17)

A dimensionless bottom drag coefficient cd, equals approximately to 3×10−3. The total
dissipated energy

Ed = Edx + Edy = ρcdu
2
√

u2 + v2 + ρcdv
2
√

u2 + v2 = ρcd(u2 + v2)3/2 (IV.18)

is proportional to velocity cubed.
This term ought to be first averaged over tidal period and subsequently integrated over

the surface of the entire domain. The rate of energy dissipation is expressed in erg/(s cm2),
while net energy flux through a transect is expressed in the erg s−1 cm−1. We shall
demonstrate the distribution of energy in the Okhotsk Sea for the K1 wave. The energy
flux for the K1 constituent, calculated by Kowalik and Polyakov (1998), is shown in
Fig. IV.12. The energy flux through the eastern open boundary brings 100.5× 1016 erg/s
into computational domain (this domain also includes a portion of the Pacific), while the
flux of 27.8 × 1016 erg/s through the southern boundary is directed into the Pacific from
the Okhotsk Sea. Also, a very small flux of 0.3 × 1016 erg/s is directed from the Japan
Sea into the Okhotsk Sea domain. The net flux of tidal energy is directed from the open
boundary located in the Pacific Ocean through Kuril Straits towards the region of high
frictional dissipation in Shelikhov Bay and Penzhinskaya Guba. Big open arrows in Fig.
IV.12 show net energy fluxes (energy flux multiplied by the length of a transect) crossing
several transects. The general pattern of energy flow is broken by larger and smaller
domains of a circular or semicircular flux of energy. These are regions of trapped tidal
energy and enhanced flux. The areas around the Kuril Islands (especially on the Pacific
side), Kashevarov Bank and the entrance to Shelikhov Bay, are major domains of trapped
energy. Lesser domains are located at escarpments between Kashevarov Bank and the
entrance to Shelikhov Bay, along Kamchatka and Sakhalin.
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Figure IV.12. Tidal energy flux for K1 tide in the Okhotsk Sea based on
Kowalik and Polyakov (1998). Large arrows show the net energy flux through
transects. The values inside arrows should be multiplied by 1016 erg s−1.

Fig. IV.13 depicts the rate of energy dissipation per unit surface in the Okhotsk Sea
due to K1 constituent. The trapping of the energy flux over local bathymetry depicted
in Fig. IV.12 for the K1 constituent resulted in the local maxima for the rate of energy
dissipation. The overall rate of energy dissipation of the K1 wave due to the bottom friction
is obtained by integrating over the surface of the entire domain given in Fig. IV.13. In
Table IV.1 the total energy balance is shown for the four tidal constituents K1, O1, M2

and S2. For major constituent K1 the total energy source (i.e. inflow and generation by
astronomical forcing) equals 77.7 ×109 W, and is close to the energy sink caused by the
bottom and horizontal friction dissipation. The total flux of energy across open boundaries
and the overall rate of energy generation due to astronomical tidal forcing is balanced by
the total rate of energy dissipation.
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Figure IV.13. The rate of energy dissipation per unit surface due to K1 tide
(erg s−1 cm−2) in the Okhotsk Sea based on Kowalik and Polyakov (1998).

Table IV.1. Energy balance for the major tidal constituents

Net flux through Sources×109Watt Rate of energy Sinks × 109 Watt

open boundary: K1 O1 M2 S2 dissipation due to: K1 O1 M2 S2

Japan Sea 0.3 0.3 -0.05 0.0 bottom friction 58.1 17.5 39.9 3.4

Southern boundary -27.8 -11.4 -15.8 -1.3 horizontal friction 20.2 7.8 9.3 1.1

Eastern boundary 100.5 34.4 56.3 5.4

Energy generation

by astronomical force 4.7 1.3 8.1 0.5

Total 77.7 24.6 48.6 4.6 78.2 25.2 49.2 4.5
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The net energy flux through the open boundaries is the principal source of energy.
The overall rate of energy generated by astronomical forces is relatively small. For the K1

tide, astronomical forces generate only 4.7×109W, approximately 6% of the total energy.
The total rate of energy dissipation due to K1 tide dominates the dissipation due to M2

tide, since the overall rate of energy dissipation due to M2 wave is only 49.2×109W.

6. Tidal power from bays of high tidal energy

Consider a bay with a large tidal range (Fig. IV.14) connected through a relatively
narrow entrance to the open ocean. Here we would like to investigate various methods of
tapping the tidal energy and possible consequences of a closure placed across the entrance
to the bay. Generally, construction placed across the entrance may be directed either to
tapping potential energy and utilizing the power through the difference of the sea level
generated by the dam; or a number of generators can be placed to tap kinetic energy.
Computations related to tidal power extraction need to estimate the effects of construction
placed in the entrance on the tides in the bay. Usually, bays with large tides, like Cook
Inlet in the Gulf of Alaska, Bay of Fundy on the Atlantic coast of North America or White
Sea in Northern Russia depict amplification of the tide from the mouth to the head of the
bay. Such tidal patterns may be attributed either to the gradual shallowing and narrowing
of bays or resonance conditions, when own period of oscillations of the bay has the period
close to the tidal period. Any construction in the upper reaches of such a bay may result in
a change of the tidal pattern which either tunes the bay closer to resonance, and therefore
results in larger tidal ranges, or it can tune the bay away from resonance, causing smaller
tidal ranges (Garrett, 1984). For the Bay of Fundy the estimate is that the bay is a little
too long for full resonance; similarly the estimates for Cook Inlet suggest that the inlet
is somewhat too long for resonance. Blocking off part of the bays may bring a different
tidal regime: both in the Bay of Fundy and in the Cook Inlet a higher tide range will
occur, since further shortening of the bays may tune it closer to full resonance. Complete
blocking of the upper end of the Minas Basin in the Bay of Fundy (see Fig. IV.5) made in
a numerical model by Greenberg (1979) does not generate such a clear picture as one
would expect from the simple resonance consideration. A drop in the sea level occurs close
to the barrier, but the sea level increased in the rest of the Bay of Fundy. To offset such
a tidal range reduction, usually a larger number of generating units is installed at a tidal
power station. This, in turn, will lead to further sea level reduction due to partial blocking
of the flow by the turbines.

The environmental changes induced by a dam or barrage result in changing patterns
of tidal currents as well. Cook Inlet is known for large and variable deposits of sediments,
as tidal currents often are in the range of a few knots. A barrage may introduce even
stronger currents leading to the complete scouring of sediments in some locations and the
redeposition of them in other locations. It is important to use sediment transport models
that will simulate the influence of the construction on the net sediment transport; the
shipping channels cannot become areas of deposit and the sand cannot be removed from
the beaches. The study of the sedimentation patterns in the Bay of Fundy and Minas Basin
by Pelletier and McMullen (1972) showed that sedimentary regime in the Minas Basin
is in equilibrium. If a tidal regime were to be changed by a dam, the delicate equilibrium
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would be destroyed, leading to large deposits in some locations. Therefore, in choosing a
construction site and a method of extraction of tidal power, a balance must be achieved
between cost of construction, environmental changes and quantity of generated energy.
The latter is quite easy to evaluate, based on the simple computation we have made
above. Environmental consequences can be deduced with the help of numerical models
(see Kantha and Clayson, 2000).
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Figure IV.14. Schematic representation of a TPP and hydrodynamical mod-
eling in a bay with a large tidal range. In the ocean the tide is prescribed as
ζ0 cos(ωt), dotes depict tidal barrage or tidal current generators.

Since the introduction of a dam or turbines into the tidal flow will introduce a resis-
tance into this flow, we can assume that the current and sea level will become smaller far
from the construction. Close to dams the currents are very strong and turbines create a
lot of turbulence. There is potential for the multiple passage of fish through the turbines
and sustaining strong damage. In the region of strong currents, the methods ought to be
defined for impact predictions on fish and marine life and measures should be implemented
to avoid the area of strong currents and turbulence. On other hand, the smaller currents
away from a dam will influence a flushing rate of the bay, which in turn may influence a
pollution rate.

Thermal conditions in the bay may change as well. These conditions often change
due to mechanical mixing. Sluggish currents in the bay will cause less mixing which may
result in more extreme seasonal temperatures. Thus, the consequences of tidal power
structures are many and often difficult to predict. The basic prediction may be supported
by equations of motion and continuity described in Kowalik and Murty, 1993. Three
subdomains shown in Fig. IV.14 are components of hydrodynamical-numerical model
for predicting elevations and currents. All subdomains ought to be connected by the



142 Kowalik and Luick– Tidal power

boundary conditions. Starting from the open ocean the time-variations of sea level at the
open boundary can be prescribed from observations or larger scale models (in Fig. IV.14
it is given as ζ0 cos(ωt)). Next through numerical solutions, the sea level and velocity can
be calculated in the entrance to the bay. Before this calculation can be tackled, the flow
rate through a dam, barrage or turbines must be given. The flow through turbines ought
to be connected with the inner subdomain represented by the bay. Such an approach will
allow the evaluation of currents and sea level distribution, before and after a construction
is placed across the entrance to the bay. More sophisticated equations, taking into account
the sediment motion and heat transport, will answer more complicated environmental
questions.

7. Tidal power from the sea level difference

Generation of power from tides is not very different from hydro power generation us-
ing river flow. The main requirement is the difference in the water level to drive turbines.
There are many schemes of tidal power generation; the simplest one is presented in Fig.
IV.15. The single basin (bay) is cut from the open ocean by dykes (barrages). The dyke
incorporates sluice gates and a power house which includes turbines. The barrages cre-
ate the water head necessary for turbine operation. The power house includes turbines
connected with electric generators. The sluices will control the water flow for power gener-
ation, navigation and sometimes for fish migration. In the so-called one-way (single-effect)
generation, the incoming tide enters the bay through the sluice gates and turbines and
on the ebb tide the water exits through turbines. To keep the maximum level inside the
bay the sluice gates are locked and power generation is achieved during ebb tide (Gibrat,
1966; Bernshtein, 1996).
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Figure IV.15. Tidal power plant constructed at the entrance to a single bay.
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To start power generation, a minimum sea level difference (minimum head) between
ocean tides and basin tides is required (Fig. IV.16). To generate the minimum head of
economical value for power production a tidal range of the 4 to 6 m is needed. Typical
sea level variations at the outside and inside of the basin are shown for the semidiurnal
tide in Fig. IV.16, upper panel. The presence of sluices and turbines limits the flow of
water between the bay and the ocean. This results in the reduced range of the sea level
change inside the bay as compared to the sea level before the TPP construction. The
time span when sufficient sea level differences exist for power generation is limited by the
minimum head required. The power generation time is also limited by the time needed
for the basin to be filled on the rising tide. For the minimum head assumed in the Fig.
IV.16 the generation time (from T1 to T2) equals approximately 5.5 hours. During each
generation cycle, as can be seen in the lower panel of Fig. IV.16, the generators do not
deliver constant power in time. The power output slowly increases with the increasing of
the head up to a level when constant power is achieved. Often, due to the high available
head the turbine output needs to be cut back to avoid overloading.
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Figure IV.16. Tidal power generation: typical one-way cycle for a single bay.
Upper panel, sea level inside and outside of bay. Lower panel, power output
in time.
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Figure IV.17. La Rance tidal power station. Courtesy Electricite de France.

The general conclusion from the above scheme is that the available power is highly
variable in time, which points toward development of various schemes of economical and
controllable utilizations of the tidal power.

Such schemes have been achieved mainly through the investigations of French scientists
and engineers and implemented to the 240 MW TPP at La Rance, Brittany, France,
constructed in 1967 (Gibrat, 1966). The La Rance estuary with a width of about 750 m,
was an ideal site considering a 18,000 m3/s flow at the flood tide. The estuary (behind the
dam in Fig. IV.17) is capable of containing about 180 million m3 of water with the basin
area 22 km2. The estuary was blocked by a 13 m high dam. This dam (Fig. IV.17) also
serves as a highway bridge between St. Malo and Dinard. The power station operates in a
one-way mode, demonstrated in Fig. IV.17, although two-way operation (both on ebbing
and flooding tides) is possible. In two-way operation the turbine in Fig. IV.17 changes
direction to follow the ebb/flood cycle. 240MW is probably the maximum output (which
cannot be sustained all the time), even if an average is only 50% of the maximum, La
Rance delivers per year 120×103 kW × 8760 h=1.05×109 kWh. To estimate the number
of homes that this quantity of electricity will provide for in a year, the average household
consumption is assumed to be about 4500 kWh/year. Thus La Rance tidal power station
supplies about 222 thousand households.

The French investigations served well in developing a TPP at the Kislaya Guba in the
Barents Sea on the Kola Peninsula, Russia in 1968, with installed power of 0.4 MW and
a small artificial basin of area 1.1 km2. An 18 MW plant was built in 1984, at Annapolis
Royal (entrance to the Annapolis river in the Bay of Fundy), Nova Scotia, Canada. The
area of the basin behind the barrage is only 15 km2. China constructed, in 1985, a small
plant at Jiangxia with 4MW output and a small basin area of 1.4 km2.

New tidal power plants are being considered, including the Severn project in England
and in Garolim Bay, Korea.

A more efficient use of sea level difference is to generate power on both the rising and
falling tides (Gibrat, 1966; Bernshtein, 1996). This is called a single-basin two-way
generation. Previously, the power was generated on the falling (ebb) tide only when the
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minimum head required for power generation occured at time T1 and lasted till the time
T2 (cf, Fig. IV.16). In the new regime, at the time T2 the turbines are stopped, rotated
the opposite direction and restarted again at the time T3, when the minimum sea level
difference on the rising (flood) tide will occur.

Figure IV.18. A typical two-way cycle for the single bay. Upper panel, sea
level inside and outside of bay. Lower panel, power output in time.

This regime will last until time T4 when the turbines will be stopped and rotated.
From Fig. IV.18 it can be deduced that the TPP working in the two-way regime delivers
power during 8.5h, compared to the one-way generation time of 5.5h.

The efficiency of the TPP can be improved in many ways: the use of pumping is very
popular method which increases the sea level inside the basin and, therefore, gives better
power output. In connection with the utilization of tidal power in the Bay of Fundy, many
utilization schemes were suggested, because of the proximity of two bays with high tides.
The paired-basin schemes open the possibility of continuous power generation, Lawton
(1972).

A simple theory for designing a TPP has been described by Gibrat (1966), Prandle
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(1984) and Godin (1988). This theory connects generated power to the sea level changes
in the basin and discharge through the dam. The water level inside the basin will be
denoted as Z(t) and the sea level in the ocean as ζ = ζ0 cosωt. The sea level difference or
head (Hd) is given by

Hd(t) = Z(t) − ζ0 cosωt (IV.19)

Denoting discharge through the turbines during the power generation phase as Q and
assuming it is constant in time, we can write equation of continuity in the following form,

S
∂Z

∂t
= −Q (IV.20)

Here, S is the surface of the basin, ∂Z
∂t is the vertical velocity of the free surface. The positive

direction of discharge is from the basin to the ocean. An additional assumption is that the
surface area of the basin, while moving up or down, does not change in time. Neglecting
losses, the principal parameter for the tidal plant evaluation, the power produced (PW) is
given as

PW = ρgHdQ (IV.21)

Thereby, the energy extracted during one tidal period (see Fig. IV.16) is

E = ρg

∫ T2

T1

HdQdt (IV.22)

Introducing definition for the head given by eq.(IV.19) and assuming that the discharge
is constant

E = ρgQ

∫ T2

T1

Hddt = ρg

∫ T2

T1

(QZ(t) −Qζ0 cosωt)dt =

ρg

∫ T2

T1

(QZ(t) − Qζ0 cosωt)dt = ρg

∫ T2

T1

(−S
∂Z

∂t
Z(t) −Qζ0 cosωt)dt =

ρg
[
−S

∫ Z2

Z1

ZdZ − Qζ0

∫ T2

T1

cosωt
]

=

−ρgS
[Z2

2 − Z2
1

2
−

(Z2 −Z1

T2 − T1

)ζ0

ω
(sinωT2 − sinωT1)

]
(IV.23)

where Z1 and Z2 are sea level in the bay at times T1 and T2. Thus, the energy is extracted
through the complicated interaction of the levels inside and outside of the bay. When the
question about the possibility of tidal energy tapping from a semi-enclosed bay was asked,
we used for the evaluation of this energy the expression for the potential energy (IV.10).
This expression obviously gave the maximum available energy. The total available energy
is present in the above expression; this is the term related to (Z2

2 − Z2
1 ). Portion of the

total available energy is fluxed back to the ocean by the last term in (IV.23). The relation
of this term to the energy flux given by eq.(IV.12) is easily established since the discharge
Q is actually the horizontal velocity integrated over the cross section of a channel.
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Eq.(IV.23) defines extracted energy during the ebbing cycle in Fig. IV.16. The basin
refilling regime, when the sluice gates are open, is given by the following discharge

Q = εG
√

2gHd (IV.24)

Where, G is sluice gate area, ε is a flow contraction coefficient depending on the shape of
the structure. Gε = εG, here Gε is an effective gate area. Introducing this discharge into
(IV.20) and taking into account the equation for the head

S
∂Z

∂t
= −Gε

√
2g(Z − ζ0 cosωt) (IV.25)

From the above we can conclude that the effective sluice gate area is a function of the
square root of the head during sluicing time, while the power produced by the turbine is
proportional to the head value. This exemplifies the difference between the sluicing and the
generating phases of the process. The large tidal waves (large heads) increase efficiency of
the tidal power generating. On the other hand, using a large basin with a large surface will
increase the extracted energy, but it also increases the losses for the sluice gate operation.
Gates are required to open and close during each tidal cycle, which can bring as many as
700 operations per year, while in the regular hydro-power station the gates will be open
a few times per year. With both gains and losses of energy variable in time, optimization
methods were applied to obtain maximum energy yield from the tidal power plants (see,
Gibrat, 1966 and Bernshtein, 1996).

8. Tidal power from currents

8.1 The future of tidal power. The older approach to power generation was to
block the entrance to the bay with a dam and use the difference of the sea level in front
and behind the dam to move the turbines. The cost of building dams and tidal gener-
ating stations is often prohibitive. The estimated cost of the proposed tidal station on
the Severn River in England would be in the range of $15 billion. The recent approach
is to place turbines (tidal flow generators), devices similar to wind-mills, into the tidal
current. The construction, operating and maintenance costs of such tidal flow generators
is much lower compared to barrages. Additionally, environmental changes introduced by
turbines are much smaller than the changes caused by damming of the entire bay entrance.
The propeller of the tidal flow generator is quite slow, with 4 to 6 rotations per minute.
Since the power generated from the flow is a function of the fluid density, the propellers
constructed for the water do not need to be as large as in the air. The new types of water
turbine with the helical shape has been patented by Gorlov (2001). This turbine cap-
tures 35 percent of the water’s energy (http://www.gcktechnology.com/GCK/pg2.html).
A few tidal power plants already use the tidal power from currents. A TPP with the
helical turbines has been tested at the Uldolmok Strait, Korea, where the speed of tidal
currents reaches 6m s−1. New York Power Authority and Columbia University are de-
ploying a demonstration turbine system in the East River in New York City. This system
also will be used for field testing and design prototyping. In tidal currents of up to 7.5
knots, the generator with 10-foot diameter blades, will be capable of generating up to 25
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kW (http://www.verdantpower.com/Initiatives/eastriver.shtml). In 2002, the Norwegian
company Hammerfest Stroem deployed tidal flow generators in northern Norway close to
the small town Hammerfest. The 300kW turbines are located at the bottom of a narrow
strait, well below the surface, so that safe shipping can take place. The blades of the
propellers can rotate to adjust for the tidal current direction (Stone, 2003). Future TPP
construction and exploitation will depend on the existence of a large-current location in
close proximity to local users.

Figure IV.19. Stingray tidal current generator. Courtesy, The Engineering
Business Limited (www.engb.com).

Tidal power plants have the potential to provide large amounts of energy. The Eu-
ropean Commission estimated that 42 sites of large tidal currents around the UK could
produce 48-terrawatt hours of electricity per year. The Commission has identified large
tidal-current at 106 sites around Europe.

One of the most interesting tidal flow generators and the one that is stimulating tidal
power development is the Stingray constructed by the Engineering Business (Northumber-
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land, UK). Let’s carefully analyze the many facets involved in the construction, testing
and operating such generators. The kinetic energy of tides is changed into electricity by a
hydraulic generator system. The key feature of this machine is a large horizontal hydrofoil
which through the pitch control (angle of attack) can oscillate up and down (Fig. IV.19).
This motion forces a support arm to oscillate up and down as well. The arm is restrained
by hydraulic cylinders, which produce high-pressure oil that drives a hydraulic motor and
then hydraulic pressure rotates the generator. The generator output feeds an industrial
drive system giving a dc output. In a Stingray farm, the output from a number of devices
feed a dc bus which typically connects through a submarine cable to land, where an inver-
tor produces ac power for users. The initial planning (Trapp and Watchorn, 2001) was
to develop a machine of a 150kW time-averaged output in a 2m/s current. Stingray had
to be designed so that the whole assembly could be installed and recovered easily at low
cost, and as often as required. Since hydroplane design and control was very important
in achieving high power output from Stingray, the EB performed the extensive dynamic
modeling of the hydroplane and arm movement. The second stage was preliminary testing
of the constructed machine, as well as the launch and recovery system, which can set a
180 tonn on the seabed in 36 m water depth in a high current location in Yell Sound in
Shetland (Trapp, 2002).

While developing and testing Stingray, EB is also trying to estimate the likely cost
of the future tidal farm. The costs involved in the 2002 Stingray program allow them to
predict the costs for a 5MW tidal farm. The value of the power produced by such a farm
will be slightly higher than the power delivered by other sources, as technology of tidal
power is developed and refined the cost of power will be greatly reduced.

8.2 Power generation from currents.
A simple theory constructed by Garret and Cummins (2004) emphasized that the

power generation by current cannot occur without generation of a pressure difference across
the turbines, similar to the sea level difference across the water dam. To investigate the
power potential of turbines moored across an entrance to the bay, let’s use the Bernoulli’s
theorem which states that in the steady flow of the ideal fluid, the combination of pressure,
velocity and gravity force is constant along the given stream-line (cf, Kundu, 1990),

p/ρ +
u2 + v2

2
+ gz = Const (IV.26)

The change along the vertical direction z will be omitted from further considerations.
On the flood-tide when the flow takes place from the ocean into the bay, the pressure

in the entrance in front of turbines is p0 and the upstream velocity is u0. Assuming that
pressure and velocity along the stream-line, which just passed the raw of turbines is p1

and u1 (Fig. IV.20), we can write for the pressure difference across the turbine

dp = p1 − p0 =
1
2
ρ(u2

0 − u2
1) (IV.27)

According to (IV.9) the power generated by this pressure head (per unit area of the turbine)
is equal to

P = dpu1 =
1
2
ρu1(u2

0 − u2
1) (IV.28)
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Figure IV.20. Schematic representation of tidal power construction and hy-
drodynamical modeling in the bay. At the ocean side the tide is prescribed as
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The turbine stops to generate power when velocity diminishes to zero(u1 = 0), and also
when the downstream velocity u1 is greater than the upstream velocity u0. The behavior
of the generated power as the function of velocity u1 clearly illustrates Fig. IV.21. The
power achieves maximum at the point where derivative ∂P

∂u1
= 0

∂P

∂u1
=

1
2
ρ(u2

0 − u2
1 − 2u2

1) = 0 (IV.29)

or when the flow through the turbine (u1) and in the front of the turbine (u0) are related
as u1 = u0√

3
. The maximum power available at this velocity is

Pmax =
1
2
ρ

u0√
3
(u2

0 −
u2

0

3
) ' 0.2ρu3

0 (IV.30)

This is the upper limit of the power generated per unit (cross-sectional) area of the
turbine and it is expressed through the readily available upstream velocity of a free flow
(u0) in front of the turbine. It is interesting to notice that up to this point we did not
mention what kind of fluid is flowing through the turbines. It can be air or water, the
difference is in the density.

Since the water/air density ratio is equal to approximately 900, the water velocity can
be quite small compared to the air velocity, to achieve the same power.

The dissipated tidal power, defined as the time rate at which work is done by the
bottom friction forces (see IV.18), is proportional to the u3, as we can glean from the
above formula the available power for electricity generation is proportional to velocity
cubed as well. Because of this similarity the exploitation of tidal energy should be directed
to reinvesting the dissipated power into the tidal power. Henceforth, the generation of
electricity by kinetic energy tapping may be better tuned to the natural dissipation and
towards preservation of the natural tidal regime. Unfortunately, the dissipated power is
distributed rather smoothly in space while the tidal energy ought to be tapped in small
domains to be economically viable.

Tidal power tapping by generators moored at the bay entrance leads to a decrease in
the flow. Adding more turbines will lead to even stronger change of the tidal pattern. To
answer basic questions related to interactions of the flow and turbines a simple theory was
constructed by Garret and Cummins (2004). A schematic representation of TPP is
given in Fig. IV.20.

Tidal wave elevation in the open ocean is ζ0 cos(ωt). The local balance of the forces
in the entrance includes the pressure due to the sea slope and the resistance force (F) due
to turbines

g(Z − ζ0 cosωt)/L = −F (IV.31)

Here L denotes the length of the entrance, where the turbines are moored. The resistance
force is assumed to be a linear function of velocity F = ru, and r is resistance coefficient.

The change of the sea level in the bay is assumed to be uniform over the entire bay,
therefore the continuity equation can be written as (cf, eq. IV.20)

S
∂Z

∂t
= Eu (IV.32)
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Here E is a cross-sectional area of the entrance and S is the surface area of the bay.
Combining (IV.31) and (IV.32), an equation for sea level in the bay follows,

∂Z

∂t
+

Eg

rSL
(Z − ζ0 cosωt) = 0 (IV.33)

Introducing a new variable q = Eg/(rSL), the above equation is rewritten as

∂Z

∂t
+ qZ − qζ0 cosωt = 0 (IV.34)

q denotes the frequency of the natural (own) oscillations in the bay/entrance system. The
solution to this nonhomogenous ordinary differential equation can be searched in the form

Z = C1 sinωt + C2 cosωt (IV.35)

Introducing (IV.35) into (IV.34) and comparing coefficients at the sin and cos func-
tions, the following expressions are derived for the coefficients,

C1 =
qωζ0

ω2 + q2
; C2 =

q2ζ0

ω2 + q2
(IV.36)

Analytical expression (IV.35) allows us to answer the basic question, namely what
will be the sea level change in the bay induced by the turbines located in the entrance.
To simplify this solution two cases can be considered: a) ω >> q, and b) q >> ω. Thus,
the first case assumes that the period of the tide is much shorter than the period of the
natural oscillations in the bay/entrance system. Actually, the second case is more realistic
since usually the tidal period is longer than the local period of oscillations. In the second
case, the coefficient C2 >> C1 and solution for the sea level simplifies to

Z ' ζ0 cosωt (IV.37)

Eq. (IV.37) states an intuitive result, that when tidal period is much longer than the own
period, the sea level oscillations inside the bay are repeating the tidal oscillations in the
open ocean. If such a solution can be achieved through a construction of the tidal power
generators in the entrance, this will be an important result suggesting that while tidal
power is tapped the tides could be maintained close to the natural regime.

Frequency q can be represented as

q = Eg/(rSL) = ω2
H/r (IV.38)

where ω2
H is the square of the frequency of natural oscillations of the bay. It is called

Helmholtz frequency (Kowalik and Murty, 1993, 384p). The assumption that q >> ω
can be rewritten as

ω2
H/r >> ω ⇒ ω2

H

ω2
>>

r

ω
(IV.39)
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The requirement that ω2
H/r >> ω is equivalent to relations between the period of the

natural oscillations and the tidal period. The natural oscillations occur for the joint system
of the bay/entrance. The role of the bay natural oscillations can be investigated through
the Helmholtz frequency. It is important to see that the simplified solution derived above
is valid only when q >> ω is fulfilled. In general, the full solution given by (IV.35) and
(IV.36) should be investigated.

The power gained by the turbines is defined by the time rate at which work is done
by the resistance forces averaged over the tidal cycle:

P = ρEL

∫ T

0

Fudt (IV.40)

Here F = ru, and from (IV.32) u can be calculated as

u =
S

E

∂Z

∂t
(IV.41)

Introducing from (IV.35) the sea level Z = C1 sinωt + C2 cosωt, the above velocity is

u =
S

E
(C1ω sinωt − C2ω cosωt) (IV.42)

and the following result is obtained for the power,

P = ρEL(
S

E
)2rω

T

2
(C2

1 + C2
2 ) (IV.43)

The simplified case considered above (C2 >> C1) defines C2 ' ζ0 cos(ωt); therefore the
power gained by the turbines is proportional to ζ2

0 - square of amplitude of the tidal wave
in the open ocean.

9. Conclusion

Assuming that the total energy produced by work of the Moon and Sun in the amount
of 4 TW is dissipated in the World Ocean, the question is, how much of this energy can
be tapped for the electricity generation. Currently, the world production of electricity is
in the range 1.5-2 TW. Therefore, at first glance, the available tidal energy seems to be
very large. This great amount of energy is distributed over the vast geographical domain.
The power available for tapping is probably in the range of 1% to 2% of the total amount,
i.e., about 0.04 to 0.08 TW.

In this chapter, we presented various aspects of the tidal power generation (Kowalik,
2004). We have considered the tapping into the potential and kinetic energy of the tides
and the changes such tapping will introduce in the tidal regime of a small water body
connected to the ocean. Tide in the open ocean was ”given” as a boundary condition. We
can extend this problem and ask what will happen to the tidal regime in the open ocean
when the local potential and kinetic energy start to change. This is not easy question to
answer since we are dealing with the small (initial) changes in the vast tidal system. While
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the tidal energy tapping will proceed ahead, it is important to develop a new branch of tidal
dynamics which will help to better understand the interaction between the natural tidal
regime and the future changes to be introduced by tapping the tidal power. Especially, it
is important to construct tools for evaluation the effect of local changes on the global tidal
regime. After all, the tidal machine has not only practical application for delivering the
tidal power, some of the 4 TW dissipated in the Oceans has relevance for the present and
future climate of the earth (Munk and Wunsch, 1998).

10. The last page from Gibrat’s L’energie des marees
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CHAPTER V: PHYSICAL CHARACTERISTICS OF TIDES

TIDE ANALYSIS AND PREDICTION

1. Simple superposition of the tidal constituents

We start by considering a simple superposition of harmonic oscillations characterized by
two different tidal periods. Such superposition will depend on amplitudes, phases and
periods and it usually generates a new oscillations. Therefore to simplify consideration
equal amplitudes and zero phases will be taken and only periods will be different.

First we consider two tides from the semidiurnal range of oscillations namely M2 and
S2 whose periods of oscillation are: TM2= 12.42059 h and TS2=12.000 h. Adding linearly
these two oscillations yields,

cos(ωM2t) + cos(ωS2t) = 2 cos
(ωM2 + ωS2)t

2
cos

(ωM2 − ωS2)t
2

(V.1)

Two new frequencies have been generated in the above formula: an average and a difference.
The average for the considered oscillations is

ωa =
(ωM2 + ωS2)

2
or expressing frequencies by periods of oscillations

2π
Ta

=
1
2
( 2π
TM2

+
2π
TS2

)

Ta = 2
TM2TS2

TM2 + TS2
(V.2)

The average period is equal Ta=12.20668 h and is also located in the semidiurnal range of
tidal oscillations.

The second period Td related to the difference of frequencies

Td = 2
TM2TS2

TM2 − TS2
(V.3)

is much longer and it equals to Td=29.53175 day. This is synodic month, its role in the
tidal motion is explained in Ch.I, Sec.4.

Fig. V.1 shows that the result of the linear interaction of semidiurnal constituents M2 and
S2 resulted in new oscillations with semidiurnal period (sum of frequencies) and monthly
period (difference of frequencies). The temporal variability with the monthly period in
this figure is expressed either as the upper or the lower envelope of the diurnal signal. It
is interesting to see that the resulting amplitude from these two envelopes is changing as
the semimonthly period with the sum of the amplitudes (close to 2), when the maximum
tide will occur to the difference of the amplitude (close to zero). The maximal tides are
called spring tides.
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Figure V.1 Monthly series of the sea level data resulting from linear interaction
of the semidiurnal constituents M2 and S2 each of unit amplitude.

Figure V.2 Time series of M2 and S2 constituents, each of unit amplitude,
combining to form a semidiurnal wave modulated over 14.76 days.

During the period of the minimal tide (neap tides) the M2 and S2 are nearly equal
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and they practically neutralize one another. In Fig. V.1, close to the day 7 and 22 a
neap tide occurs over the course of a day or so. To better recognize the temporal features
in the resulting signal the semimonthly time interval is shown in Fig. V.2 together with
tidal constituents M2 and S2. The M2 and S2 tides initially are in phase which results
in the combining both amplitudes. This is a time of spring tide. As the periods of these
constituents differ by 0.42059 h the maximum of amplitudes for both constituents will
slowly spread apart reaching the same phase after 14.76 day. In the meantime (around
day 7) tide constituents are in the opposite phase and the combined signal is very small;
this is a neap tide.

Figure V.3 Monthly series of the sea level data resulting from linear interaction
of the diurnal constituents K1 and O1 each of unit amplitude.

Fig. V.3 shows a superposition of the two major constituents from the diurnal range
of oscillations, namely K1 and O1. Periods of these constituents are: TK1=23.93452 h
and TO1=25.81924 h. Joint oscillations result in the average period Ta=24.84118 h, while
the longer period generated by the frequency difference, equals to Td=27.32369 day. As
in the interaction of semidiurnal constituents the longer period is a monthly period. In
case of semidiurnal constituents the length of this period is 29.5 day, i.e., it is equal to
synodic month related to moon phases, while the diurnal constituents envelope has a 27.3
day period which is equal to the time of sideral (tropic) month. Again temporal variations
of the sea level in Fig. V.3 on the monthly scale are somewhat similar to Fig. V.1 as they
depict spring and neap tides. It is interesting to notice that the average period resulting
from the superposition of the diurnal constituents is equal to one lunar day which equals
to 2TM2. This again open special window for interaction of the diurnal and semidiural
range of oscillations.

The third experiment will involve interaction of the semidiurnal tide M2 with the
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diurnal tide K1.

Figure V.4 Monthly series of the sea level data resulting from linear interaction
of the diurnal constituents K1 and semidiurnal M2 each of unit amplitude.
Green color denotes the mean sea level.

The resulting plot given in Fig. V.4 differs strongly from the previous plots. The range
of the oscillations remains constant over the entire month but the average value is slowly
changing in time with a period close to 14 days. If we calculate as before the periods due
to the average and difference of frequencies, they are equal to 16.35428 h and 2.15160 day
but these are not governing the temporal plot in Fig. V.4. The two basic period M2 and
K1 are so much apart that they interact in the different way. The careful analysis of the
plot shows that it contains both semidiurnal and diurnal oscillations but their character is
changing in such away that the plot repeats itself approximately every 14 day or we may
say that both oscillations are in phase after 14 day. The length of this period depends on
how close to an integer number is the ratio of the basic periods. In our case this ratio is
close to 2. Thus 2TM2 − TK1=0.90666 h. If this time difference is incurred every period it
takes more than 26 day for repeating the same phase relations. Again to better recognize
the temporal features in the plot the tidal constituents M2 and K1 are shown in Fig. V.5
during 15 day time interval. It is easy to see that the relation observed during day 1 is
repeated around day 15.
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Figure V.5 Time series of K1 and M2 constituents, each of unit amplitude.

2. Types of tide as deduced from constituents

The general character of the tide is expressed by the few dominant diurnal and semid-
iurnal constituents obtained from observations. The tide classification is based on a factor
F, defined by the following ratio (see Defant, 1960)

F =
K1 +O1

M2 + S2
(V.4)

Where K1, O1, M2 and S2 are the amplitudes of the corresponding constituents. F
defines the type of tide as follows:

F = 0.00 - 0.25 : Semidiurnal tides. Low values indicate dominance of semidiurnal
tides. Similar to Figs. V.1 and V.2 two high and two low waters of nearly the same range
will occur during each day.

F = 0.25 - 1.50 : Mixed, mainly semidiurnal tides. Still two high and two low waters
occur every day, but the range and the time will be variable.

F = 1.50 - 3.00 : Mixed, mainly diurnal tides. Two high waters may occur every day,
but sometimes only one high water.

F > 3.00 : Diurnal tides. These tides are characterized by one high and one low water
per day as in Fig. V.3.

Examples of the sea level in Anchorage, Alaska are shown in Fig. V.6 and Fig. V.7
for January and May 2005.
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Figure V.6 Monthly series of the sea level data, January, 2005, Anchorage,
Alaska (upper panel) and two-day series (lower panel). Moon phase are: FM-
fool moon, NM- new moon, FQ-first quarter, LQ- last quarter. P and A denote
Moon’s perigee and apogee. Blue line: tidal range.

Figure V.7 Monthly series of the sea level data, May, 2005, Anchorage, Alaska
(upper panel) and two-day series (lower panel). Notations as in Fig.V.6.

Harmonic analysis for the tide recorded in Anchorage gives the following values of am-
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plitudes for the main constituents: M2=3.57 m, S2=0.96 m, K1=0.67 m, O1=0.37 m.
Therefore the factor F yields,

F =
.67 + .37

3.57 + 0.96
' 0.23 (V.5)

This value defines the tide character in Anchorage as semidiurnal tides. From the lower
panels of the above figures we can conclude that in the semidiurnal tides the two high and
low waters of close range occur every lunar day. Monthly records on other hand show two
regions of the high tides (spring tides) which occur in the proximity to the time of the new
and fool moon and two regions of the low water related to the first and the last quarters.
The time delay of spring tide with respect to the fool moon and the new moon is called ”age
of tides”. Both spring and neap amplitudes of the tidal wave are quite large at this location
apparently due to the resonance amplification in the elongated Cook Inlet. Comparison
of the spring tides from January and May shows that they are somewhat different. While
in Fig. V.6 (around day 11 and day 25) the ranges differ, in Fig. V.7 (around day 7 and
23) the ranges are about the same. The maximum range in January reaches 11 m but in
May it is only 10 m. The reason behind the different amplification can be gleaned from
the relative position of the moon’s perigee and moon’s phases, especially very strong tidal
forcing develops when the new moon and the perigee are present at nearly the same time.
The moon phases are governed by the synodic month (synodic means meeting of the sun
and moon as in Fig. I.12) of 29.53 day, but the moon’s perigee (the shortest distance
between moon and earth related to the moon elliptical motion) changes as anomalistic
month of 27.55 day. Therefore, if perigee and new moon occur at approximately the
same time (as in January 2005, around day 11) the resulting spring tides will be strongly
enhanced. Observations tabulated by F. Wood, 1976 for the 600 years at the different
ports show that this relatively rare event takes place no more than five times per year
and sometimes only two times. These extreme events F. Wood has termed the ”perigean
spring tides”. Going back to the tide records in Anchorage one can see that in May 2005
the perigee moved close to the fool moon time thus enhancing the spring tide due to the
fool moon. During this month the spring tide at the new moon unenhanced by the perigee
and the spring tide at the fool moon enhanced by the perigee are approximately of the
same amplitude. According to Gade, 1998 the neap to spring ratio reflects the relative
strength of the tidal forces due to the moon and the sun. This ratio can be expressed by
the amplitudes of the tidal constituents as

η =
M2 − S2

M2 + S2
(V.6)

Introducing the amplitudes for the Anchorage we arrive at η ' .56. Comparing this ratio
to the ratio of the neap to spring ranges in Figs V.6 and V.7 we can conclude that both
are quite close.
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Figure V.8 Monthly series of the sea level data, January, 2005, Mys Astro-
nomicheski, Okhotsk Sea (upper panel) and four-day series (lower panel).

Example of the sea level with the dominant diurnal period, has been recorded in the
Okhotsk Sea at Mys Astronomicheski, for January 2005, see Fig. V.8. Harmonic analysis
for this tide (Admiralty Tide Tables, 1998) gives the following values of amplitudes
for the main constituents: M2=1.33 m, S2=0.26 m, K1=2.52 m, O1=1.55 m. Therefore
the factor F yields,

F =
2.52 + 1.55
1.33 + 0.26

' 2.56 (V.7)

This value defines the tide character at Mys Astronomicheski as mixed but mainly diurnal
tides. From the lower panels of the above figures we can conclude that in the diurnal tides
the one high and low waters of close range occur every day. Monthly records on the other
hand show two regions of the high tides and two regions of the low water. The maximum
range again occurred at January 11. The reason behind this maximum can be gleaned
from the Fig. V.6 since the new moon and the perigee occurred at nearly the same time.
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3. Phase and frequency conventions for the tidal analysis/prediction

The cosine wave Acos(ωt − φ) has amplitude A (half the total range of variation),
frequency ω and phase shift φ (φ > 0). Frequency is defined as ω = 2π/T , where T is the
period of oscillation, or equivalently, as the time rate of change of phase. The negative
sign in Acos(ωt − φ) implies that φ is the phase elapsed as measured from t = 0 to the
first maximum in the direction of increasing time. When so defined, it is known as ”phase
lag”. The usual tidal convention is to denote the phase lag for the nth constituent by ”gn”.
Frequency is usually measured in degrees per hour, and known as ”speed”. We designate
the speed of the nth constituent as ωn or (in the case of a specific constituent, let’s say for
M2) ωM2 .

Modern tide tables (such as the Admiralty Tide Tables and various online tidal soft-
ware packages) list phase lags for a number of tidal constituents. Each is referenced to
a unique known reference signal of the same frequency (Fig. V.9). The phase of the nth

reference signal is Vn(t0), the equilibrium phase for the nth constituent (see Ch.I, Sec. 5).
These can be calculated for any given date within a century or two of the present time
using ”longitude formulas” (Ch.I, Sec.8 ). (The use of ”t0” rather than ”t” is a reminder
that the formulas evaluate the phase at a discrete time – 0000 hours UT on the date spec-
ified to the longitude formula). For example, the reference for the M2 tidal constituent
is VM2(t0). Its computation uses the Doodson Numbers as defined in Ch.1, Sec. 5. For
convenience, we repeat Eq. I.60:

Vn(t0) = d1t0 + d2s(t0) + d3h(t0) + d4p(t0) + d5N(t0) + d6ps(t0) + Φn (V.8)

Here s(t0), h(t0), p(t0), N(t0), and ps(t0) are the phases given by the longitude formulas
see eq. I.69. With our choice of time origin at 0000 hours UT, t = 0 and the first term
is automatically zero. The phase lag shown in Fig. V.9 is the phase elapsed between a
maximum of the reference signal (in this case the equilibrium M2) and the next peak in
the observed signal. Similar explanations apply to each tidal constituent.

The algorithms described here assume that the input data time series and predictions
are in the time zone loosely known as UT, GMT and that all phase lags are UT phase
lags. If the data to be analyzed is not in UT, it must be time-shifted prior to analysis,
and if predictions in local time (LT) are required, then the output predictions must also
be time-shifted. Although this adds to the computations, it eliminates the possibility of
errors due to using phase lags referenced to the wrong time zone. Most numerical models
use UT phase lags, but some tide tables list gn(LT), i.e. phase lag referenced to local time.
Some authors (e.g. Pugh, 1987) refer to UT phase lags as Gn and LT phase lags as gn.
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Figure V.9 Phase lag g of the M2 tidal constituent

In order to convert LT phase lags to UT, we have the formula:

gn(UT ) = gn(LT ) − ωn × TZ (V.9)

where ωn is the speed of the constituent in degrees per hour, and TZ is the difference
in hours between the local time zone and UT (positive for time zones east of Greenwich,
negative for time zones west of Greenwich). For example, a phase lag of 79.6◦ for the
tidal constituent O1 at Sydney, Australia (10 hours east of Greenwich) is equivalent to
79.6◦ − (13.94◦/h) × 10h = 300.2◦ in UT (since the result was negative, 360◦ was added).

Note that many tide tables, call time zones west of Greenwich ”positive”, and those
east of Greenwich ”negative”. Although the choice is arbitrary, this convention is somewhat
counter-intuitive, since (for example) the time in New York, which being to the west, is
actually some hours behind that of Greenwich, and moreover, is computed as UT − 5
(UT − 4 during summer). Hence, we use the opposite convention.

In Eq. I.60 we dropped the term d1λ (see eq. I.59), which describes the change in
equilibrium phase as a function of longitude. If we did not drop the term, we would be
adding a longitude-dependent phase shift to each derived tidal constant due to the varying
reference phase (of course, it is also species-dependent through d1). By dropping the term,
we instead reference each derived constant to the equilibrium phase at Greenwich (λ =
0). Some older texts on ocean tides, and modern texts on earth tides, however, retain the
term. A phase constant derived in this convention is known as a ”kappa phase”. A phase
lag given as κn at longitude λ can be converted to gn(UT ) by the formula: gn = κn + d1λ,
where d1 is the species (one for diurnal, two for semi-diurnal, three for ter-diurnal, etc.)
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and λ is positive (negative) for longitudes west (east) of Greenwich. See also Doodson,
1928, page 264, and the NOAA tidal glossary ( NOS, 1989). Note that for any given
site, the conversion term, d1λ, is the same for all members of a given species - thus, for
example, 70◦ is added to all diurnal constituents (d1 = 1) at 70◦W to convert them from
κ phase to g phase.

4. The analysis procedure

The harmonic method is the technique used by most tidal institutions and scientists
for analyzing sea level data for tides and for subsequent predictions or hindcasting of tidal
sea level. We begin with a brief overview of harmonic analysis. Additional details may be
found in Murray, 1964 and Foreman, 1989.

As in the representation of the tidal potential and equilibrium sea level in Ch. I, the
real tidal sea level is modeled as a superposition of harmonic oscillations:

ζ(t) = ζ0 +
n=N∑

n=1

fn(t)ζn cos(ωnt− gn + Vn(t0) + un(t)) (V.10)

Here:

ζ0 denotes mean sea level (measured relative to some datum),

ζn is the amplitude of tidal constituent (”harmonic”) n,

ωn is the frequency of harmonic n - we will follow tidal practice and use ”speed” (de-
grees/hour) (see Tables I.3 and I.4), but radial frequency (rad/s) can also be used.

Vn(t0) is the phase of the reference signal (equilibrium harmonic, see eqs. I.54-I.60) of
speed ωn at time t0,

gn is the UT phase lag of harmonic n with respect to the reference signal,

fn(t) and un(t) are the ”nodal factor” and ”nodal phase” used to adjust the amplitude
and phase of the reference signal for nodal changes (see Ch.I and Table I.6).

t0 is a reference time usually chosen to be immediately prior to the predictions required.
It it convenient to choose 0000 hours UT on the first day of predictions.

t is the time in decimal hours (e.g. 17.23) since t0. For example, we may wish to predict
the tide for certain dates in January, 2006. We choose t0 = 0000 hours UT on 1 January
2006 as a convenient reference time for the predictions. The value of t ranges from zero at
the start of 1 January upwards - i.e., the value of t at 1725 UT on 16 January would be
377.25, the number of hours since t0. Adjustment for local time zones is discussed below.

In eq(V.10), amplitude ζn and phase gn are known as ”harmonic constants” and
are not time-dependent, whereas fn(t), un(t), and Vn(t0) are functions of time and their
computation involves the equation of time (eqs. I.69–I.71).

Given M observations of sea level (ζ(t1), ζ(t2), ζ(t3)...), a harmonic analysis can be
used to extract the tidal information and represent it in the form of a set of amplitudes
and phases at known tidal frequencies. The following method assumes that the time series
is less than one year in length so that the nodal factors can be held constant, at their value
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at the midpoint of the series. The series must be truncated so that t0, the start of the
series, is at 0000 Hours UT. We begin by writing Eq. V.10 as

ζ(ti) = ζ0 +
n=N∑

n=1

An cos(ωnt − φn) (V.11)

where An and φn are the unknown constants to be determined.

Eq. V.11 can be written

ζ(t) = ζ0 +
n=N∑

n=1

(
Cn cos(ωnt) + Sn sin(ωnt)

)
(V.12)

Eq. V.12 is solved for ζ0, Cn, and Sn by least squares. An and φn are then determined
using An = (C2

n + S2
n)1/2 and φn = arctan(Sn/Cn). The amplitudes and phases of the

tidal constants are found by solving for ζn and gn in

An = fζn,

and
φn = −Vn(t0) − un + gn.

5. A sample prediction

Tidal prediction is simply a matter of computing eq. V.10 for a particular time
(or times) and for a chosen subset of tidal constituents. To illustrate, we give a sample
prediction.

The sample prediction will be made for Anchorage, Alaska, for February 14, 2004, for
each hour of the day starting at 0000 hours local time (LT). All computation is in UT,
and we choose 0000 hours UT on 14 February as our reference time ”t0”. Shortly, we will
show how to adjust ”t” to give predictions at the correct local times.

Compilations such as the Admiralty Tide Tables (ATT, 1998) include a limited subset
of four (M2, S2, K1 and O1) for many ports around the world. Official tidal predictions
normally require over 100 constituents, and this example should be used for illustrative
purposes only. Also, because of the spatial variability of the tides, any tidal prediction is
only valid in the general vicinity of the port or site where the sea level data originated.

The ATT lists phase lag (gn) in the local time zone (not accounting for Daylight
Savings), which for Anchorage is UT-9. We begin by converting these to UT using Eq.
V.9.
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Table V.1 Tidal constants for Anchorage, Alaska.
From the Admiralty Tide Tables.

Constituent Harmonic Constants, Local time
g◦n ζn[m]

M2 205 3.57
S2 242 0.96
K1 205 0.67
O1 198 0.37

Next we will compute the value of the reference signal (equilibrium tide), Vn(t), for each
of the constituents at t0. For the nth harmonic, (see eqs I.59 and I.60) this is:

Vn(t0) = d1t0 + d2s(t0) + d3h(t0) + d4p(t0) + d5N(t0) + d6p
′(t0) + Φn (V.13)

For example, referring to the Schureman, 1958 (Task-2000) algorithms, we find:

s(t0) = 242.2010◦ and h(t0) = 323.3723◦

Retaining only the nonzero terms, the value of Vn(t0) for M2 is then (see Table I.3)

VM2(t0) = −2s(t0) + 2h(t0) = 162.3426◦ (V.13a)

The first term was zero (and hence omitted from eq. V.13) because t0 = 0. Also, according
to Table I.3, Φ = 0 for M2.
For S2,

VS2(t0) = 0◦ (V.13b)

This is indeed always the case when we choose t0 = 0000 Hours UT.
For K1,

VK1(t0) = h(t0) + 90◦ = 413.3723◦

and by subtracting 360◦:
VK1(t0) = 53.3723◦ (V.13c)

For O1,
VO1(t0) = −2s(t0) + h(t0) − 90◦ = −251.0297

and by adding 360◦:
VO1(t0) = 108.970◦ (V.13d)

The nodal factors fn(t) and un(t) modulate the amplitude and phase of the lunar and
luni-solar terms during the 18.6-year period. These are calculated by formulas from Table
I.6.

From Schureman, 1958 we find N(t0) = 45.4◦. Then

fM2 = 0.97401 uM2 = −1.49◦ fK1 = 1.0867 uK1 = −6.335◦
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fO1 = 1.1403 uO1 = 7.6872◦ (V.14)

The final form for the example sea level prediction using four major constituents reads,

ζ(t) = fM2ζM2 cos(ωM2t− gM2 + VM2 + uM2)

+ζS2 cos(ωS2t− gM2)

+fK1ζK1 cos(ωK1t − gK1 + VK1 + uK1)

+fO1ζO1 cos(ωO1t − gO1 + VO1 + uO1) (V.15)

The value t=0 in eq. V.15 corresponds to 0000 hours UT. If we want to predict the tide
in LT (= UT-9), we set t=9, which corresponds to 0000 hours LT at Anchorage. Likewise,
setting t=19.25 corresponds to 1025 LT. Had we been predicting for a time zone east of
Greenwich, the time zone would have been subtracted. For example, Sydney, Australia
is 10 hours east of Greenwich, so to predict for 0000, 0100, 0200,... LT at Sydney, we
could either use t = -10, -9, -8... Alternatively, in this case, we could predict in UT from
a starting date one day earlier than required, then time-shift the results to place them in
local time.
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Figure V.10. Prediction of tidal elevation in Anchorage. Black line obtained
by V.15, and blue line describes the full prediction based on 24 harmonics.

In the second example the hourly sea levels for Adelaide (Outer Harbor) South Aus-
tralia are computed for St. Valentine’s Day, Saturday 14 February 2004. The time 0000
hours (local time) on that day will be referred to as t0. The values in the following ta-
ble are based on the Australian National Tide Tables for Outer Harbor, Adelaide, South
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Australia for the year 2000. The ANTT gives phase lag in ”LT”, or local standard (not
summer or ”daylight savings”) time.

Table V.2 Tidal constants at Outer Harbor, Adelaide.
From the Australian National Tide Tables.

Constituent Harmonic Constants
g◦n LT g◦n UT ζn[m]

M2 106.6 191.252 0.500
S2 175.6 250.6 0.500
K1 49.0 266.11 0.252
O1 21.9 249.44 0.170

The mean sea level ( ζ0 in eqs. V.10 and V.11 ) at Outer Harbor is 1.38 m.
Next we will compute the value of the reference signal (equilibrium tide), Vn(t), for each
of the constituents at t0. For the nth harmonic, see eq. V.13.

Referring to the Task-2000 algorithms (I.70), we have IY=104 and DL = 69, therefore:

s(t0) = 242.2158◦ and h(t0) = 323.3725◦

At 0000 hours, t = t0 = 0, so that the first term in Vn(t0) is zero. Retaining only the
nonzero terms, the value of Vn(t0) for M2 is then (see Table I.3)

VM2(t0) = −2s(t0) + 2h(t0) = 162.3134◦

The first term was zero (and hence omitted from eq. V.13) because t0 = 0. Also, according
to Table I.3, Φ = 0 for M2.
For S2,

VS2(t0) = 0◦(always)

This is indeed always the case when we choose t0 = 0000 Hours UT. For K1,

VK1(t0) = h(t0) + 90◦ = 413.3725◦

and by subtracting 360◦:

VK1(t0) = 413.3725◦ − 360◦ = 53.3725◦

For O1,
VO1(t0) = −2s(t0) + h(t0) + 270◦ = 108.941◦

The nodal corrections, f and u, which modulate the amplitude and phase of the lunar
and luni–solar terms in this case, O1, M2, and K1, are computed with the help of Table
I.6 for N(t0) = 45.3745.
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Figure V.11. Hour (local time) and height (in meters) of predicted tide at
Outer Harbor, South Australia, using O1, K1, M2, and S2 only.

6. Nyquist frequency and Rayleigh criterion

Two important considerations in tidal data analysis are known as the Nyquist fre-
quency and the Rayleigh criterion. (The angular or circular frequency, ω is connected to
frequency f , as ω = 2πf .)

The Nyquist frequency (fN ) is the highest frequency that can be detected in a time
series of data sampled at interval ∆: fN = 1/(2∆). It is also known as the ”folding
frequency”. If the sampled process contains significant energy at frequencies higher than
fN , it may be ”folded into” lower frequencies in the power spectrum of the data, leading
to falsely high values. The term folding is used because the spectral value at frequency
f (f < fN ) contains power whose true frequencies are at f , f ± 1/∆, f ± 2/∆, f ± 3/∆
...f ± k/∆, so the energy at the higher frequencies, which are known as the ”aliases” of
f , are folded into the spectrum at f . This can only be avoided by advance determination
of the periodicity of the highest frequency signal with significant energy, and then either
physically filtering it out (for example by a tidal stilling well), or by ensuring that it is
sampled at least twice per cycle (theoretically) but four time per cycle sampling is used in
practical applications.

The alias effect is used to advantage in radio circuitry and elsewhere. An example in
tidal practice is in the derivation of semi-diurnal and diurnal tides from Topex/Poseidon
satellite altimeter data, for which ∆ = 9.9156 days. The T/P data contains spectral peaks
at 0.01623 d−1 and 0.01702 d−1 (periods of 61.62 days and 58.74 days, see Fig.V.12). For
the first peak, and choosing k = 19, we find that f + 19/∆ = 1.9324 d−1, the frequency
of M2. For the second peak, and choosing k = 20, we find that f - 20/∆ = -2.0 d−1

(the negative of the frequency of S2). The power spectral density is defined as |H(f)|2 +
|H(−f)|2 for 0 ≤ f ≤ ∞, where H(f) is the Fourier Transform of the sea level data ζ(t).
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For real-valued ζ(t), H(f) = H(-f). Hence, significant energy at 2.0 d−1 in the spectrum
will also appear at -2.0 d−1 and thence appear aliased into the spectrum at 0.01702 d−1.
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Figure V.12. A portion of the spectrum of an artificial time series consisting
of the sum of two sine waves having periods equal to those of M2 and S2, sub-
sampled at the T/P repeat cycle (9.9156 days). The two sine waves ”alias”
the spectrum at 61.62 and 58.74 day periods.

The Rayleigh Criterion is a formula that indicates the length of data record required
in order to separate two closely-spaced tidal constituents. It is based on the concept that
the data record should be long enough that the two could go from in phase, to 180◦ out
of phase, to back in phase again. For constituents of speed ω1 and ω2, the minimum time
would be the absolute value of

2 ∗ π/(ω1 − ω2) = 1/(f1 − f2)

For two semidiurnal constituents M2 and S2 the minimum time is close to two weeks (see
Fig.V.2). Given a shorter sea level record, inference would be required (see the following
section).

In the absence of noise in the data, the Rayleigh Criterion is completely irrelevant –
the least squares algorithm can separate four pure frequencies with only four hourly data
points, since there are as an equal number of unknowns and equations. For tidal data,
which is generally noisy, it provides a criterion which is safe, if unnecessarily conservative.
A modification (Foreman and Henry, 1989) which relaxes the criterion somewhat is to
multiply the minimum time by the inverse square root of the signal to noise ratio (SNR).
For SNR = 4, this would halve the time required by an analysis to discriminate between
any two frequencies.

7. Inference of constituents

Given a tidal data set of insufficient duration to separate a pair of constituents of
similar frequency, one may infer the amplitude and phase of one member of the pair
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(generally the weaker) on the basis of an analysis of a longer data set from a nearby
location (or in the absence of any nearby data, the equilibrium relationships). For a data
set of less than one year, this approach is routinely used for P1 (from K1), K2 and T2 (from
S2), N2 (from M2), 2N2 and ν2 (from N2), and Q1 (from O1), and many others can also
be inferred. The inference relationships between the two constituents must be accounted
for in the analysis.

The guidelines below are based on the Rayleigh Criteria. Additional constituents are
related or removed altogether from the analysis as the data interval decreases. Where it
says ”relate S1 to K1”, for example, it means the amplitude of S1 will be based on the
ratio S1/K1 (of the amplitudes) and the phase of S1 will be based on the difference of
phase φ(S1)−φ(K1) (adding 360◦ if negative). If basing the inferences on the equilibrium
relationships set the phase differences to zero. It must be stressed that these are merely
guidelines; they should not be seen as strict rules. Foreman (1989) shows that many of
the ”removed” constituents (below) may instead be inferred, and has suggestions for data
sets shorter than 38 days. Foreman and Henry (1989) provide additional details and
useful advice for inference.
Guidelines for inference:

365 < days of data:
The full set of 114 or more constituents may be used. If the data interval is less than
one year, only the basic set of 60 constituents should be included in the analysis.
The following recommendations assume that the inferred constituent is the smaller-
amplitude of the pair; most analyses check the nearby data (or equilibrium data)
to ensure this is the case. A similar check may also be made before removing a
constituent from the analysis.

For 206 < days of data < 365:
Use Sa from a nearby port. If no reliable estimate is available, remove Sa from the
analysis. Relate S1 to K1, and T2 and R2 to S2. Remove π1 and ψ1.

For 193 < days of data ≤ 206:
Relate 2N2 or µ2 (whichever is larger) to N2, ν2 to N2, and λ2 to L2.
Remove 2Q1, Q1, and φ1.

For 182< days of data ≤ 193:
Remove M1.

For 38 < days of data ≤ 182:
Use Ssa from a nearby port. If no reliable estimate is available, remove Ssa. Relate
P1 to K1 and K2 to S2. Remove Msf , MP1, φ1, SO1, OQ2, OP2, MKS2, MSN2,
SO3, MS4, S4, 2SM6 and 2MS6.

References

Admiralty Tide Tables. 1998. Vol.4. NP 204.

Defant, A. 1960. Physical Oceanography, vol. II, Pergamon Press, Oxford, 598pp.

Doodson, A.T., 1928. The analysis of tidal observations. Phil. Trans. Roy. Soc. Series A,
Vol. 227, pp 223-279.



176 Z. Kowalik and J. Luick– Tidal characteristics and analysis

Foreman, M. G. G. 1989. Manual for tidal current analysis and prediction.Institute of
Ocean Sciences. Pacific Marine Science Rep. 78–6. 70pp.
Foreman, M. G. G. and R. F. Henry, 1989. The harmonic analysis of tidal model time
series, Adv. Water Resources, 12, 109–120
Gade, H. G. 1998. Reflections over neap to spring tide ratios and spring tide retardment in
co-oscillating basins with reference to observations from the North Sea. J. Phys. Oceanogr.,
28, 749-755.
Murray, M. T. 1964. A general method for the analysis of hourly heights of tides. Inter-
national Hydrographic Review, 41 (2).
NOS, 1989. Tide and Current Glossary. National Ocean Service, 30 pages. (Written by
Steacy Hicks, and available online at http://co-ops.nos.noaa.gov/tideglos.html).
Pugh, D. T., 1987. Tides, Surges and Mean Sea-Level, John Wiley & Sons, 472pp.
Schureman, P. 1958. Manual of Harmonic Analysis and Prediction of Tides, US Govern-
ment Printing Office, Washington, 317pp.
Wood, Fergus J. 1976. The Strategic Role of Perigean Spring Tides in Nautical History
and North American Coastal Flooding. Silver Springs, MD: National Ocean Survey.



177                             Luick  Tidal Terminology                                       
 

 

Chapter VI:  Tidal terminology 
 

absolute sea level  

When sea level is referenced to the centre of the Earth (or to a point known to be a fixed 

distance from the centre), it is sometimes referred to as “absolute”, as opposed to “relative”, 

which is referenced to a point (eg. a coastal benchmark) whose vertical position may vary 

over time.   

 

acoustic tide gauge  

Acoustic tide gauges send an acoustic pulse down a 13 mm (internal diameter) ABS sounding 

tube and measure the return time from the water surface. The return travel time through the 

air between a transmitter/receiver and the water surface below is converted to sea level. A 

calibration hole, drilled into the tube at a set distance from the transmitter, causes a secondary 

reflection which is used to correct the sound velocity  (which changes with temperature and 

other factors). Most acoustic instruments are very lightly damped (typically 1:3)  in 

comparison to the 1:10 ratio of float gauges. Instead of damping, they rely on digitally 

filtering the return signals. Typically a pulse is sent down the tube every second for three 

minutes. The arithmetic mean of the return times is then recorded. The standard deviation of 

the times is also recorded, as it is used to eliminate outliers and can be related to the 

significant wave height (swh), both of which can be of significant advantage. 

 

A typical system consists of the pvc sounding tube, enclosed for protection in a larger pvc 

"environmental tube" an acoustic transmitter/receiver located at the top of the environmental 

tube, and a data logging hut. Many systems have a back-up water level device (such as a 

bubbler or pressure sensor), as well as an anemometer and other meteorological gauges, and a 

satellite antenna may also be mounted at the top of the hut to transmit data in real time.  
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admittance  

In the context of tides, the admittance is sometimes defined as the ratio of the spectra of the 

sea level and the equilibrium tide (or tide-generating potential), and sometimes as the ratio of 

their cross-spectrum and the spectrum of the equilibrium tide. Being a complex quantity, it 

has both amplitude and phase. See also response method. 

 

 

age of the tide 

The delay in time between the transit of the moon and the highest spring tide. Normally one 

or two days, but it varies widely. In other words, in many places the maximum tidal range 

occurs one or two days after the new or full moon, and the minimum range occurs a day or 

two after first and third quarter. In a semi-diurnal tidal environment dominated by M2 and S2, 

the age in hours can be computed using the formula  

                                             

where  and   are the phase lags (in degrees) from an analysis of the data, and   

and  are the speeds (in deg/hour). A similar formula can be devised for a diurnal 

environment dominated by O1 and  K1 

 

alias frequency  

An apparent lower frequency that appears when data is sampled at too low a rate. sampling 

rate compared to the Nyquist Frequency. A common manifestation of aliasing is the 

apparent backward-rotating spokes of a rotating wheel seen in a movie.  

 

amphidrome  

Maps of specific tidal constituents (eg. M2) are normally drawn with lines connecting points 

of constant amplitude (co-range or co-amplitude lines) and/or phase (co-phase lines). The co-

phase lines often appear like spokes radiating out from a central hub - the "amphidrome" or 

"node". Often a single map will show a number of these "amphidromic systems". The co-
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range lines more or less encircle the amphidrome, where the constituent amplitude is least. If 

M2 is strongly dominant, the high water crest rotates around the amphidrome through the 

tidal cycle. The co-phase lines may be labelled in degrees or hours (eg 0 through 11 for S2).  

   

 

Figure VI.1.  A schematic of an amphidrome. Dashed 

lines show amplitude, increasing away from the node. 

Solid lines show phase (degrees), increasing counter-

clockwise around the amphidrome (typical of northern 

hemisphere amphidromes). If the co-phase lines were 

in hours instead of degrees, they would be labelled 0, 

1, 2...11 for a semi-diurnal (approximately 30°/hour) 

tide, or 0, 2, 4...22 for a diurnal (approximately 

15°/hour) tide.  

 

Amphidromes are resonance phenomena, with higher-frequency constituents tending to have 

lesser areal extent. Whereas O1 has an amphidrome virtually over the entire North Atlantic 

Ocean, M2 has two. (see also Chap. II Sec. 7) 

 

amplitude  

For a sinusoidal wave, e.g.,  ,  A is known as the amplitude. It is one-half the 

peak to trough height of the wave.   

 

angular velocity 

Rate of rotation, usually expressed in radians per unit time (as compared to the more familiar 

cycles per second). Since there are 2π radians per cycle, the angular velocity of Earth’s 

rotation is 2 radians/sidereal day, or   0.729211 *    radians/second.  

 

aphelion  
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The point in the elliptical orbit of Earth or other planet when it is furthest from the Sun.  

 

apogee 

The point in the Moon’s elliptical orbit when it is furthest from Earth. At this time, the tidal 

range tends to be reduced. The term "apogean" is sometimes used to indicate this situation, 

but its opposite, perigean tends to be used more often because the larger perigean tides are 

naturally of more concern. 

 

apsides  

The points in the orbit of a planet or moon which are the nearest and farthest from the centre 

of attraction. In the Earth's orbit these are called perihelion and aphelion, and in the Moon's 

orbit, perigee and apogee. The line passing through the apsides of an orbit is called the line of 

apsides.  

 

astronomical argument  

The astronomical argument is essentially the same as the phase of the equilibrium tide or 

tidal constituent, but omitting the term  d1 t. For example, the solar day-based astronomical 

argument for the constituent M1 is - s + n + 90°.  

 

atmospheric tides see radiational tides 

 

azimuth see celestial sphere     

 

baroclinic/barotropic see internal tides 

 

 

 

beat frequency  
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When a pair of slightly-different frequencies (of similar amplitude) add together, their sum 

undergoes a regular cycle between near-zero magnitude, and a magnitude equal to the sum of 

the pair. This phenomenon is known as “beats”. The fortnightly spring-neap cycle is an 

example of beats.  

 

benchmark  

Tidal observations must be related to a fixed benchmark on land. This benchmark usually 

takes the form of a bolt firmly fixed in a concrete pier, a groove on a plaque, or simply a 

spike driven into a rock. The benchmark is used as a survey reference. A tide gauge 

benchmark is normally located on land near a tide gauge, and is used by surveyors to track 

shifts in the level of the tide gauge (often due to vertical movement of the wharf on which it 

placed).  

 

black moon 

A mythological object supposedly existing at the site of the unoccupied focus of the orbital 

ellipse traced out by the moon (the other focus being claimed by the earth). It has no other 

astronomical or tidal significance, but has a place in astrological mumbo jumbo. 

 

bore see tidal bore 

 

bubbler  

Bubblers are a form of tide gauge. The gauge and recording device are located out of the 

water, the only submerged element being a nozzle to which gas is continuously fed from a 

bottle. The flow is adjusted to continue at a minimum rate when water level is near 

maximum. As the water level drops, the back pressure on the gas in the line feeding the 

nozzle decreases. The back pressure is recorded as a voltage level or its digital equivalent. 

 

cadastre 
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A register of land/marine boundaries. At the coastline, the cadastral boundaries are 

complicated by the changing nature of the waterline due to tides etc. 

 

canal theory 

An early mathematical attempt  by Airy (1845) to explain the tidal motions by using the 

hydrodynamic equations of motion. The boundary conditions were unrealistic, treating the 

ocean as a canal with rigid vertical walls running around the equator or other latitude.  

 

celestial sphere  

Astronomers use the concept of a celestial sphere in order to have a reference system for 

locating objects in space. The points where the earth’s axis of rotation intersects the celestial 

sphere are known as the celestial poles; the intersection of the plane containing the earth’s 

equator is called the celestial equator. The angle between the celestial equator and a point on 

the sphere is the “declination” (north or south, as with latitude on earth). The angle along the 

celestial horizon measured between due north (or south if specified) from the observer 

clockwise to the point vertically below the point of interest is the “azimuth”.  The apparent 

path of the sun around the celestial sphere, over the course of earth’s annual orbit, is known 

as the “ecliptic”.   

 

Figure VI.2.   

The celestial sphere, as seen from on high, 

far out in the starry heavens. 

The green outer circle is a perimeter of the 

celestial sphere. The north and south celestial 

poles are labelled NCP and SCP. The plane 

of the ecliptic is yellow.  

 



183                             Luick  Tidal Terminology                                       
 
The ecliptic, rather than the celestial equator, is generally used as a reference because most 

planets, our moon, and of course the sun all remain relatively close to the plane of the 

ecliptic, and hence their motions may be traced along or close to it (as opposed to the celestial 

equator, which is permanently inclined at 23.5º). This is why tables of orbital data for planets, 

for example, list the angle of inclination of their orbits to the ecliptic. 

  

chart datum (CD)  

Soundings on a marine chart are reported relative to Chart Datum (CD). If  (as is often the 

case) tide gauge data is also reported relative to CD users can relate the data directly to depth 

soundings shown on most marine charts - if the hourly observed sea level is +1.5 metres, an 

additional 1.5 metres of water may be added to the chart depths. In many ports CD has been 

adjusted to Lowest Astronomical Tide. 

 

circadian rhythms  

Biological processes which re-occur on a regular basis governed by an internal timing 

mechanism are known as circadian rhythms. The timing may be reset by environmental 

changes such as changing length of day. Some animals also respond to tidal cycles, such as 

the spring-neap cycle. Some crabs have both circadian and tidal behavioural cycles, with their 

colour changing diurnally while their activity level varying over a period equal to the spring-

neap cycle (even when removed to an aquarium). Related biological terms include circalunar 

(tied to the alignment of earth, moon, and sun) and circatidal (tied to the ebb and flood of the 

tide) rhythms, both pertaining to behaviour or physiology, which are usually found in littoral 

(nearshore oceanic) species.     

 

component  

Water currents are generally described in terms of vector components (e.g., an east-west and 

a north-south component).  

 

compound tide  
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Tidal constituents generated in shallow waters due to the interaction of different constituents 

are known as compound tides. For example MN4 is formed by the interaction of M2 and N2 

(see also Chap. III Sec. 11). 

 

constants 

Harmonic tidal analysis represents the sea level record as the sum of cosine waves. Each 

wave (or “constituent”) is uniquely identified by its frequency (or “speed”); for a given 

location, each frequency has an amplitude and phase which do not vary with time, and are 

hence known as “constants”. Tidal currents may also be harmonically represented by tidal 

constants, by first resolving them into north/south and east/west components (or along- and 

across-stream components).  

 

constituent see constants 

 

co-phase line and co-range line see amphidrome 

 

Coriolis force  

A moving body on the surface of the earth experiences a tendency to turn to the left (right) in 

the southern (northern) hemisphere due to earth's rotation. This tendency (which is an artifice 

of the rotating reference frame rather than an actual force) is known as the Coriolis force (or 

acceleration) and is only noticeable with larger scale motions such as ocean currents and 

winds (despite the myth of bathtub drain vortices rotating in opposite directions on either side 

of the equator). The Coriolis force affects the direction with which the tide propagates around 

an amphidrome and can also affect the propagation of the tide as it moves up a broad channel 

(most noticeably by tilting the water surface to the left or right of the direction of 

propagation). 

 

 

co-tidal line  
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A line of constant phase or amplitude on a map of a tidal constituent (see amphidrome).  

 

datum see chart datum 

 

day 

The word day as commonly used refers to a mean solar day (msd) – the time between 

successive transits of the sun overhead or across a single meridian. The time required for 

earth to undergo a single revolution, known as a sidereal day, is slightly less owing to the 

earth’s orbital motion. A sidereal day is 0.9973 msd.  The time between successive transits of 

the moon, known as the mean lunar day, is 1.035 msd - slightly longer than a msd as a 

consequence of the moon’s orbital motion.   

 

declination see celestial sphere  

 

diurnal tides see species  

 

diurnal inequality 

The condition whereby the daily high waters or low waters are of significantly different level. 

 

dodge tide 

Local South Australian term for a neap tide with minimal rise and fall over the course of a 

day or so. While very “flat” neaps (see neap tide) occur in a number of locations worldwide, 

the term “dodge” is used only in South Australia. Professor Sir Robert Chapman, C.M.G., 

writing in the Official Yearbook of the Commonwealth of Australia of 1938, stated “At 

spring tides the range, due to the semi-diurnal waves, is 2(M2 + S2), and at neaps, if the two 

are equal, or nearly equal, they practically neutralize one another and cause no rise nor fall at 

all. This is what happens at Port Adelaide where at this period the recording gauge shows 

frequently little or nothing in the way of tide, in some cases the level of the water remaining 
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almost constant for a whole day; in other cases one small tide occurs during the day. On each 

side of this tide is markedly irregular both as regards time and height, and the apparent 

impossibility of saying when the tide will be at this particular period has presumably gained 

for it its name ‘The Dodger’.”  Over most of the month the tidal behaviour is typical of semi-

diurnal regimes worldwide. It is only the near-identity of the M2 and S2 amplitudes that give 

it its unique character at neaps.  

The Canadian Department of Fisheries and Ocean website glossary defines a very similar 

phenomenon, which they call a “vanishing tide”, defined thus: "the phenomenon occurring 

when a high and low water 'melt' together into a period of several hours with a nearly 

constant water level. The tide is in the diurnal category but is known as a 'vanishing tide'." An 

example of this may be found at Honiara, Solomon Islands, which exhibits a very flat period 

at neaps (Figure VI.3). Honiara has a diurnal regime (dominated by K1 and O1). During 5/6 

August 2000, the predicted sea level variation remained within a 10 cm range for about nine 

hours, as opposed to a range at springs of about 90 cm.  The moon entered its first quarter on 

7 August. 
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Figure VI.3  Sea levels at Adelaide and Honiara. Intervals with virtually no tidal 

variation are encircled. In Adelaide these intervals are called the "Dodge Tide". 
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Doodson Numbers see Chap. I, Sec. 5. 

 

earth tide  

A deformation of the solid earth in response to the gravitational tidal forces of the sun and 

moon. The largest effect is the semi-diurnal deformation nearly in phase with the transit of 

the moon; its amplitude is less than 20 cm. Being nearly in phase with the tide-generating 

potential, and the absence of the resonance and dynamic features of ocean flow, mean that in 

some respects earth tides are closer to the equilibrium tide than are ocean tides. The 

solutions to the equations of motion for an elastic, spherical earth can be written in the form 

of vertical and horizontal displacements, plus a change in potential due to the deformation. 

Each of these is a simple linear function of the tide-generating potential, whose coefficients 

are known as the "Love numbers", h2 (vertical displacement coefficient), l2  (horizontal 

displacement coefficient),  and k2 (coefficient of change in the potential). Note that these 

refer to the deformation of the solid earth with no ocean. A similar set of corrections to the 

ocean tides are described in self-attraction and loading. 

 

ebb see streams 

ecliptic see celestial sphere 

 

epoch 

The time origin used to reference the longitudes of astronomical features such as the lunar 

perigee. The word epoch is also used in at least two other very different ways in tidal work – 

as a synonym for phase lag, and for a period of time (usually a nodal cycle) over which a 

mean is calculated as the basis for a tidal datum.   

 

equilibrium tide 

If the earth was completely covered by an ocean of sufficient uniform depth, which 

responded instantly to the time-varying gravitational forces (i.e. no friction or inertia), the sea 

level would conform to the shape of a hypothetical envelope, and the observed tides would 
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coincide, in frequency and phase, with the tidal potential. This idealised “equilibrium tide” is 

the foundation for predicting the real tides as it provides a set of frequencies (the “speeds” of 

the observed gravitational tides) and reference phases (the “equilibrium phases”). 

 

 

eustatic sea level change 

Global changes of sea level taking place over many years. Some authors associate "eustatic" 

with ocean volume changes, others with globally synchronous changes. However, such ocean 

surface displacements are now understood to be spatially irregular (in some areas, even 

opposing the global trend). 

 

evection and variation  

Two of many perturbations to the moon’s orbit caused by changes in the solar gravitational 

potential during the course of the orbit, giving rise to the evectional (ρ1, Χ1, θ1, ν2 and λ2) and 

variational (σ1, µ2) constituents.  

 

establishment of a port 

Definitions vary, but it is essentially the same as the more modern term, lunitidal interval. 

 

extended harmonic method 

This term usually refers to  tidal analysis of 114 or more terms. Prior to the work of Zetler 

and Cummings (1967) and Rossiter and Lennon (1968), tidal harmonic analyses generally 

contained 64 or less constituents. Using spectral analysis, these authors independently 

identified an additional 54 constituents (individual terms differed between the two) which 

subsequently became a standard part of tidal analyses. The authors found that the reduction in 

the variance of the residuals following the inclusion of the additional terms was less than 

10%. 
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flood see streams 

 

form factor 

A factor used to characterise the tides in an area as being predominantly diurnal, semi-

diurnal, or mixed. Usually computed as (HK1 + HO1)/ (HM2 + HS2), where H is the amplitude 

of the constituent in the subscript. The cut-off points are usually given as follows: less than 

0.25, semidiurnal; 0.25 to 3.0, mixed; greater than 3.0, diurnal. (see also Chap. V Sec. 2) 

 

fortnightly tides  

There are harmonics arising directly from the tide-generating potential which have a period 

of a fortnight (two weeks), the most important being Mf. The fortnightly harmonic MSf arises 

from interactions occurring in shallow water. In most parts of the world, the tides go through 

a fortnightly spring-neap cycle. These are beat phenomena rather than actual harmonics. 

 

geoid see geopotential 

 

geopotential  

A gravitational field can be characterised by a “potential”, the negative gradient of which 

defines the strength and direction of the force exerted upon a mass within the field. The 

earth’s gravitational potential is called the geopotential. A geopotential surface is one whose 

potential is everywhere equal. In the absence of planetary rotation and forces other than 

earth’s own gravity, the ocean would be at rest and its surface would conform to a 

geopotential surface known as the “geoid”. Such forces include wind stress, density 

variations, and large-scale ocean waves. These may cause the mean sea level to differ (locally 

but semi-permanently) from the geoid by as much as a metre. The well-known 20 cm "head" 

of sea level between the Gulf of Panama and the Caribbean, caused by the difference in water 

densities, essentially means that the geoid passing through mean sea level on the Caribbean 

side passes 20 cm below mean sea level on the Pacific side. 
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harmonic constants see constants 

                              

high water full and change (HWF&C) 

Despite the name, HWF&C refers to a time interval, not a tidal plane. It is a somewhat 

antique term essentially synonymous with lunitidal interval. The “full and change” refers to 

full and new moon - the only part of the lunar cycle when the term is useful. As with lunitidal 

interval, its purpose is to indicate the approximate delay following noon or midnight of the 

next high tide.  

 

higher high water (HHW), highest astronomical tide (HAT), etc: see tidal planes 

 

Indian spring high/low water: see tidal planes 

  

hydrodynamic equations of tidal motion  

The solution of the equations of hydrodynamics is used to study tidal behavior in ocean 

basins. This approach was pioneered in the 18th century, particularly by Laplace (1776). 

Laplace included a tidal potential term in the equations of fluid motion, and proceeded to 

solve them in terms of an expansion of sinusoidal terms – including our familiar diurnal and 

semi-diurnal frequencies. Laplace was restricted to solutions on a deep, water-covered, earth 

rather like the equilibrium situation, but included friction and earth rotation. Many 

refinements on hi s work have since occurred, most notably with the advent of modern 

computers and numerical techniques, which allowed solutions to be found on an earth with 

ocean basins of realistic depth, and most recently, satellite altimetry, which provides data 

enabling the ocean models to become more accurate. 

The Laplace Tidal Equation, in modern form, with terms representing the tidal potential or 

equilibrium tide (ζeq), Self-Attraction and Loading (ζSAL), and frictional dissipation ( F


) is 

written (see also Chap. II Sec. 1 and 2) 

 Fguf
t
u

SALeq


−−−∇−=×+

∂
∂ )( ζζζ .  
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The sea level anomaly is ζ, g is gravitational acceleration, and u  and f


 are velocity and 

earth rotation vectors, respectively. The equilibrium tide is a known function of time and 

geographic position. Modern numerical models solve the LTE for time series of sea level, ζ, 

at each point on the numerical grid, and then use standard tidal analysis on the time series to 

estimate the tidal constituents. Compound tides that do not  enter as part of the equilibrium 

tide forcing may be generated by the model. 

In the above equation the tidal forcing takes the form of time-dependent body forces, or more 

exactly, the horizontal gradients of  the difference between the water elevation and the 

elevation of the equilibrium tide. However, for a limited region (for example, the North Sea), 

tides may be specified as an open boundary condition rather than a body force.   

 

inference of constituents  

When analysing a data set that is too short to resolve closely-spaced frequencies, certain 

constituents may be inferred by considering their relationship from other data sets from the 

same locale or in the equilibrium tide (see also Chap. V Sec. 7).  

 

internal tide  

The ocean usually has a less dense upper layer overlying the much deeper, denser waters. 

Waves known as “internal waves” often occur on the interface between two such layers. If 

the interface is gradual, the direction of wave propagation may possess a vertical component, 

trapped by refraction within upper and lower limits. Internal waves are usually caused by 

flow in the lower layer moving over an obstacle such as an undersea ridge, with semi-diurnal 

tidal flows into and out of a fjord being a typical example. When this happens, a semi-diurnal 

internal wave, or “internal tide” is produced. Although these waves do not significantly affect 

the sea surface, they may be detected by satellite as bands of surface slicks due to the 

convergence of surface currents that are produced.  
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Figure VI.4  A NASA satellite photo showing internal waves. According to the 
website, "In the Sulu Sea between the Philippines and Malaysia, sunglint highlights 
delicate curving lines of internal waves moving to the northeast toward Palawan 
Island." Photo credits: NASA. 

 

intertidal zone   

The part on a beach that lies between high and low tidal levels – sometimes exposed, and 

sometimes inundated, depending on the tide. For legal purposes, the high and low waters may 

be given more precise definitions, such as “mean high water” and “mean low water”.  

 

inverse barometer effect  

Horizontal gradients in atmospheric pressure cause adjustments to sea level. The word 

“inverse” is used because higher atmospheric pressure is associated with lower sea level. At 

higher latitudes, where the synoptic-scale barometric fluctuations are generally larger, these 

often appear as positive residuals lasting for several days, as a low pressure system moves 

over the area, bringing higher than predicted water levels. Given a simultaneous record of 

local atmospheric pressure, these may be reduced in amplitude by subtracting the hydrostatic 

equivalent (1.1 cm/mb) but care must be exercised because at some sites a dynamic response 

may predominate, especially over short (a day or less) periods. At low latitudes, the regularity 

of the atmospheric pressure fluctuations can result in radiational tides. 
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kappa phase  

Older texts on ocean tides, and modern texts on earth tides, may refer to phase in the 

κ (kappa) notation. This convention places not only the tidal phase lag, but also the reference 

signal in the local time zone. A phase lag given as κn at longitude L can be converted to 

gn(UT) by the formula:  gn = κn + iaL, where ia is the species and L is positive (negative) for 

longitudes west (east) of Greenwich. See also Doodson (1928), page 264, and the NOAA 

tidal glossary (NOS, 1989). Note that for any given site, the conversion term, iaL, is the same 

for all tidal constituents of a given species - thus, for example, 70º is added to all diurnal 

constituents (ia = 1) at 70ºW to convert them from κ phase to g phase. 

 

 

 

king tide   

 

Term used colloquially in some parts of the world for a seasonal high tide often combined 

with onshore winds, or any exceptionally high tide, in some cases due to a storm surge. 

 

lagging of the tide see lunitidal interval 

 

Loading Love numbers see self-attraction and loading 

 

Love numbers see earth tide 

 

low water (LW), lower low water (LLW), lowest astronomical tide (LAT), etc.: see tidal 

planes  
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lunisolar tide 

 

A tidal constituent whose origins are a combination of lunar and solar – that is, by 

coincidence, there being identical forcing frequencies stemming from both sources. The most 

important lunisolar tides are K1 and K2. A shallow-water tide, Msf, arises from the interaction 

between M2 and S2.   

 

lunitidal interval 

The time interval between the moon’s transit (overhead or below) and the following high 

tide. On the day of new or full moon, the moon’s transit coincides with the sun’s, providing a 

simple way to estimate the lunitidal interval – it is the number of hours after noon of the next 

high tide on that day. Formulae are sometimes given – for example, if the local phase lag of 

the moon’s primary constituent, M2, is known, multiply it by 0.0345 (0.0345 being equal to 

the period of M2 , 12.42 hours, divided by 360°). At Auckland, the phase lag of M2 is 204° so 

the interval is seven hours according to the formula. A look at a tide table for Auckland 

reveals that at new and full moons, the first high tide after noon is, indeed, usually at about 7 

p.m. At Outer Harbor, Adelaide, the M2 phase is 106.6°, so according to the formula, the 

lunitidal interval is 3.7 hours. The formula (and in fact the concept of lunitidal interval) is of 

little practical value for locations where M2 is not the dominant constituent. At Adelaide, 

where M2 and S2 share equal pre-eminence, the actual high tide at new and full moons comes 

about 4½  to 5½ hours after noon (and midnight) – essentially an average between the 

lunitidal and “solar-tidal” intervals (the latter being 6 hours). Note: for reasons inscrutable to 

the practical man, some authors define lunitidal interval in terms of the prime meridian and 

local high water.       

 

Since the lunar day is about 50 minutes longer than a solar day, the lunar wave arrives about 

50 minutes later each day at a typical semi-diurnal port. On either side of a spring tide, this 

implies that the time of high tide first catches up with and then passes the lunitidal interval. 
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Mariners (naturally) had a name for these decreasing and then increasing time delays: the 

"lagging" and "priming" of the tides, respectively. 

 

mean high water (MHW), mean sea level (MSL), etc.: see tidal planes  

 

Merian's formula see seiche 

 

meteorological tides see radiational tides 

 

mixed tide see form factor 

 

month 

There are four types of month used in astronomy and relevant to the tidal gravitational 

potential. The moon completes a single orbit of the earth in a sidereal month, equal to 

27.3217 days (mean solar days). During this time, the perigee has moved about 3° in its 

rotation of earth; consequently the time between the moon successively being at perigee is 

27.5546 months (the anomalistic month). Similarly, during this time the lunar ascending node 

will have undergone a regression of about 4.5° (thereby reducing the length of time between 

successive passages of the moon through the ecliptic), thus defining the slightly shorter 

nodical month of 27.2122 days. A synodic month is the time between successive full moons. 

Because the earth progresses in its orbit around the sun while the moon is orbiting the earth, it 

takes longer than a sidereal month for the lunar phases to repeat. The synodic month is 

29.5307 days (see also Chap. I, Sec. 4).    

 

NGWLMS  An acronym for the Next Generation Water Level Monitoring System, the name 

given to the environmental monitoring station used by NOAA, which contains an acoustic 

tide gauge. 
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nodal cycle see Chapter I Section 7 

 

nodal factor/phase see Chapter I Section 7 

 

nonlinear tides see Chapter III Section 10 

 

Nyquist frequency see Chapter V Section 6 

 

overtide see Chapter III Section 10 

 

perigeal cycle see perigee and Chapter 1, Section 5 

 

perigean tide 

Tides of increased range occurring monthly as the result of the Moon being in perigee. In 

some places (notably the Bay of Fundy) this modulation may equal that of the spring-neap 

cycle. The moon is at perigee every 27.5546 days, but the time between full moons is 

29.5307 days. Thus, these two “beat” in and out of phase every 412 days. Since there are two 

spring tides per period between full moons, the perigean tide and the spring tides come into 

phase every 206 days. In terms of tidal analysis, the largest constituent due to the ellipticity of 

the lunar orbit is N2. There are also constituents associated with the ellipticity of the solar 

orbit, but because it is more circular than the lunar orbit (i.e., its eccentricity is less than a 

third), these constituents are much smaller. The opposite situation is known as apogean. 

 

perigee 

In the moon’s elliptical orbit around the earth, its point of closest approach is known as 

perigee. Over time, the orientation of the orbit within the orbital plane gradually rotates. As a 

consequence, the perigee circles the earth every 8.85 years, a period known as the perigeal 

cycle (not to be confused with perigean tide), and designated “p” in tidal literature. This is 
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distinct from the nodal cycle, in which the orbital plane itself rotates. The moon is at perigee 

every 27.5546 days.   

 

perihelion  

The point of closest approach in the earth’s orbit around the sun. The sun is at perihelion 

every 365.2596 days – currently this nearly coincides with the start of the year (as it happens, 

this is midsummer in the southern hemisphere). The perihelion itself circles the sun every 

20,942 years, in a rotation analogous to the perigeal cycle. The period is often designated 

“ps”, "p’ " or "p1" in tidal literature. 

 

 

 
Figure VI.5  Funafuti, Tuvalu – a photo of the southernmost islands of the atoll, 

viewed from the southeast. The nation of Tuvalu is comprised of nine coral atolls, the 

highest reaching an altitude of five metres. Tide gauges operating in Tuvalu since the 

late 1970's have recorded a moderate rise in sea level (less than 3 c m), but spring 

tides inundate low-lying areas in the early part of most years when the earth is at 

perihelion. Photo credit: Allan Suskin. 

 



                           Luick  Tidal Terminology                                      198 
 

 
 

phase lag see Chapter V Section 3 

 

pole tide 

Α small tide of varying period (approximately 433 days, but varying) associated with changes 

in the earth axis of rotation known as the “Chandler Wobble”. Ultimately, it can be said to 

fall in the class of radiational tides, since the precession has been shown to be caused by 

oceanographic and meteorological variations, which redistribute water masses. This 

precession is independent of, and much smaller than, the precession of the equinoxes, which 

has a period of 26,000 years (see year). The largest reported pole tide is 30 mm, from the 

Gulf of Bothnia.     

 

primary port see standard port 

 

prime meridian 

The meridian of 0° longitude, known also as the Greenwich Meridian.  

 

priming of the tide see lunitidal interval 

 

quadrature 

The condition whereby the angle formed by the sun, earth, and moon is 90°. See also syzygy.  

 

radiational tides  

A quasi-periodic rise and fall of sea level caused by meteorological variability, hence also 

known as “meteorological tides”. Semi-diurnal radiational tides in the tropics are thought to 

be due to semi-diurnal fluctuations in surface barometric pressure forced at diurnal period at 

the top of the atmosphere (sometimes called "atmospheric tide"). Diurnal radiational tides are 

often caused by land/sea breezes or solar heating (note that neither of these forcing functions 

are purely sinusoidal in time). Monsoonal winds may cause semi-annual radiational tides on 
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some coastlines. Annual heating of the atmosphere and redistribution of air mass can both 

cause annual radiational tides.  

 

range 

The difference between the maximum and minimum water levels during a typical tidal cycle. 

 

Rayleigh criterion see Chapter V Section 6 

 

rectilinear currents see streams 

 

 

red tide  

A discolouration of lake or sea water caused by an algal bloom having very little to do with 

tides. 

 

regression of lunar nodes 

Since the clockwise or western rotational direction of the lunar nodes around the ecliptic is 

opposite to that of most other rotations and orbits of the solar system, it is said to be in 

regression. 

 

relative sea level see absolute sea level 

 

residuals  

The difference between sea level observations and predictions is known as the residuals. 

 

resonance 

For any gulf or other body of water, there are certain resonant frequencies. These depend 

primarily on its dimensions (breadth and depth). If forced at the resonant frequency, water 

motions are amplified. For example, Spencer Gulf in South Australia is "tuned" to K1. When 
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the K1 wave enters the Gulf, its amplitude is about 3.3 times larger than P1 (for which the 

Gulf is less well-tuned). The ratio increases up the Gulf, going from 3.3 to about 5.0 at the 

head (top end). The "ability" of Spencer Gulf to discriminate between two close frequencies 

(their periods differ by less than 8 minutes) attests to the fact that ocean systems are relatively 

lightly damped. Perhaps the most famous such case is the Bay of Fundy, also mentioned in 

the context of perigean tides.  

 

revolution without rotation 

This intriguing phrase represents a useful simplification which is found in many texts on 

tides, in their discussion of the balance of gravitational and centrifugal forces. According to 

that approach, the effect of the earth's daily rotation is ignored, leaving only the centrifugal 

force associated with "revolution", ie the earth-sun or earth-moon orbit. Actually, the term 

"ignored" is not completely correct. The diurnal rotation is accounted for in the gravitational 

field at the earth's surface (a vector field), which governs mean sea level. 
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Figure VI.6  Five successive views of the earth from above the North Pole. Note that 

the path traced out by a point on the earth, symbolised by a small black circle, never 

closes on itself. In fact, the waviness is exaggerated - the actual path would appear 

nearly straight (see text). 

 

If an observer in space above the North Pole watched an illuminated point on the surface of 

the earth (say, for example, at Kuala Lumpur), the point would trace a wavy line as in Figure 

6.6 – not a series of closed loops as one might expect. This is because the earth travels 

through a distance of about 201 earth diameters every day on its orbit around the sun. For 
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illustration, Figure VI.6 is drawn as if the distance were only eight earth diameters, so the 

true path would appear far less wavy than shown (see also Chap. I Sec. 2).  

 

rip 

A narrow shearing current flowing offshore through the surf zone. Sometimes (misleadingly) 

called a rip tide. Rips are a part of a circulation cell forced by surface wave transport, and 

have little to do with tides.  

 

rotary current see streams 

 

 

satellite altimetry 

 

Remote sensing of the ocean surface height by satellite-mounted microwave radar. 

Techniques have been developed for extracting the tidal constants for the larger constituents 

from the satellite data, despite its sampling interval which is generally about twenty times 

longer than the semi-diurnal period, thus providing an accurate global ocean database of tidal 

constants, which was previously restricted to areas close to coastal tide gauges and to 

numerical models which were poorly constrained over wide areas of the ocean surface (see 

also Chap. V Sec. 6)  

 

secondary port 

In the context of tide tables, a port for which predictions are required, but for which 

insufficient data for a reliable harmonic analysis is available and hence, predictions from the 

nearest standard port (see standard port) must be used (with suitable corrections). Also 

called a subordinate port.  
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secular trend  

 

Long-term trend in any time series, such as one of sea level. “Secular” is usually used to 

imply a background trend – for example, the trend over several decades of annual sea level – 

but with the understanding that the secular trend may vary if the length of the time series is 

significantly extended.     

 

seiche 

A standing wave in an enclosed or semi-enclosed body of water set off by weather, 

seismicity, or incident ocean waves. Seiches are primarily a resonance phenomenon, whose 

wavelength and period are determined by the geometry. A characteristic feature is the 

existence of  "nodes" - points of minimum water level disturbance, but greatest horizontal 

currents - and "antinodes", where the reverse occurs. Closed basins (e.g. Lake Geneva) have 

antinodes at both ends, whereas open basins (e.g., Bay of Fundy) have an antinode at the 

nearshore end and a node at the open ocean. The Bay of Fundy is frequently cited as an 

example because it has a natural resonance period close to semidiurnal, and hence the tidal 

range at the upper end is large due to resonance. The fundamental modes of closed- and 

open-basin seiches have periods of 2L(gH)-1/2 and 4L(gH)-1/2 respectively, where L is the 

length of the harbour or embayment, H is the mean depth, and g is the gravitational 

acceleration (9.8 m/s2). The factor (gH)1/2 is the shallow-water wave speed. Higher order 

seiches of shorter period are also possible, in which case the two formulas must be divided by 

n and (2n-1) respectively, with n=1,2,3.. in both cases. The formula for the closed-basin mode 

is known as "Merian's formula" (see also Chap. II Sec. 4). 

 

seismic sea wave see tsunami  

 

 

 

 



203                             Luick  Tidal Terminology                                       
 
self-attraction and loading 

 

The description of the tide-generating potential was simplified in several ways, two of which 

were by ignoring the continuous re-distribution of mass that occurs as the water moves in 

response to the tidal forces, and by ignoring the warping of the elastic solid earth surface as 

the water level varies. These effects are commonly combined into the term "self-attraction 

and loading" (SAL). For each constituent, the global tide is represented as a summation over 

spherical harmonics. Solutions to the tidal forcing equations are displacements proportional 

to the "loading Love numbers" (h'n, l'n, and k'n). The vertical and horizontal displacements are 

given by h'n and l'n respectively, and the effect on the tide-generating potential is given by k'n. 

This set of numbers forms the basis for modern computations of SAL. Some early ocean tide 

models attempted to account for SAL or loading alone by subtracting βζ, where ζ is the water 

level anomaly, (negative when water level is less than mean), and β typically equalled 0.08 

for SAL and 0.03 for loading alone.  The advent of accurate global tide models has enabled 

scientists to establish far more accurate models of SAL which can estimate the appropriate 

adjustment at each new time step, for each geographic point, for each tidal constituent 

included in the model (Figure VI.7). See also Ray (1998) and Baker (1984) (see also Chap. II 

Sec. 2). 

 



                           Luick  Tidal Terminology                                      204 
 

 
 

 
Figure VI.7  The "SAL tide" for M2: (top) Amplitude contours in mm; 

(bottom) phase lag (degrees, UT). The phase contours are broadly similar to 

those seen on maps of the global M2 tide. Graphic courtesy of Richard Ray. 

(Note that the SAL function is mathematically defined over land, but is not 

physically meaningful except over oceans and large lakes.) 

 

semi-diurnal tides see species 



205                             Luick  Tidal Terminology                                       
 
 

set (of current) see streams 

 

sidereal day see day 

 

slack water see streams  

 

solstitial tides  

Tides occurring near the times of summer and winter solstice, when the sun is overhead at the 

Tropic of Cancer or Capricorn. If the associated constituents (K1 and P1) were predominant, 

the tide would be diurnal, with an annual modulation at their beat frequency, i.e. at a period 

equal to the tropical year. This being a rarity, the term is of minor currency. These tides seem 

to have a stronger claim to the term “tropic tide” than those that inherited it, but at least 

“solstitial” is unambiguous, if tongue-twisting.   

 

species 

The Doodson number d1 for each constituent defines its “species”. Those of period half-

monthly and longer are assigned d1  = 0; for periods approximately diurnal, d1  = 1; for 

periods approximately semi-diurnal, d1= 2; for periods approximately ter-diurnal (one-third 

diurnal), d1= 3; quarter-diurnal, d1= 4; and sixth-diurnal, d1= 6. The different species form 

distinct groups in a line spectrum.  

 

speed  

Tidal practitioners generally find it convenient to use speed, in degrees/hour, as the unit of 

frequency.  

 

spring high water, spring low water see tidal planes 

 

spring tides see fortnightly cycle  
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stand of tide see streams 

 

standard port 

In the context of tide tables, a port for which sufficient data is available in order for a set of 

official  predictions to be produced. Also known as a "primary port", especially in North 

America. 

 

stilling well see tide gauges 

 

storm surge  

The temporary piling-up of water at the coast due to onshore wind and/or low barometric 

pressure. A storm surge combined with high tide can be particularly dangerous, and even 

more so in the presence of wind-generated waves. Negative surges (lowered water levels) are 

also possible. There is a close association between tides and storm surges - the impact of a 

surge often depends on the state of the tide, and the surge and tide waves may interact over 

the shelf or as they move up an estuary. 

 

Storm surges are most often caused when a tropical cyclone (also known as a "hurricane" or 

"typhoon"), generated over the open ocean, moves across the shallower water of the 

continental shelf. The cyclonic wind circulation is counter-clockwise in the northern 

hemisphere and clockwise in the southern hemisphere. The strongest onshore winds - and 

thus, the shoreline with the highest risk of water set-up - is thus to the right (left) of the 

direction in which the storm is moving, in the northern (southern) hemisphere.  

 

On 2 April 2000, a Tropical Cyclone Tessi struck northeast Queensland, Australia (Figure 

VI.8), bringing damage to property and uprooting trees. The highest winds, flooding, and 

greatest damage, was reported at Townsville, to the south of the point of landfall.  
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Figure VI.8  This map of far 

north Queensland and the 

predicted track of TC Tessi 

was prepared by the Joint 

Typhoon Warning Center, 

USNPMOC, Hawaii 

(reproduced with 

permission). Times are in 

"Z" (i.e., UT).  

 
 

Sea levels and weather data recorded at Cape Ferguson, 20 km south of Townsville, is plotted 

in Figure 6.9. Fortuitously, the peak gusts and storm surge (sea level residual) nearly 

coincided with low tide. TC Tessi stalled and veered after the map was prepared - landfall 

occurred eight hours later, and about 80 km north of the point predicted on the map. Wind 

direction at the time of maximum speeds was from the southeast (as expected); but by the end 

of the day it had swung around and was blowing from the northeast. The arrival of the peak 

gusts after the lowest pressure is a little unusual. It may be due to the cyclone veering and 

stalling before making landfall, or perhaps the coastal topography. 
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Figure VI.9  Weather 

and water level data 

recorded by the National 

Tidal Centre (Bureau of 

Meteorology) 

SEAFRAME gauge at 

Cape Ferguson. 

Barometric pressure and 

peak gust are recorded 

on the hour; sea level is 

recorded at six minute 

intervals. Time is UT. 

If the alongshore progression of a tropical cyclone is close to the speed of a long wave over 

the local shelf, resonance may occur. This can dramatically enhance the size of the storm 

surge. The storm surge is thus a response to a combination of factors - high winds piling up 

water against the coast, the inverse barometer effect, and the resonance. 

 

strand line 

The high water mark on a shoreline, typified by the presence of flotsam and jetsam. 

 

streams  

Same as tidal currents, although some hydrographic authorities use "streams" to refer 

exclusively to the tidal currents along the principal directions of ebb and flood (which may 

not differ by 180°, but usually do!). The set of the current is the direction in which it flows. 

On the incoming tide, the streams are said to be in flood; the outgoing streams are in ebb. The 

stand of the tide occurs near high and low water when the water level is unchanging. The 

analogous term for streams is the slack water that may or may not occur at the same time. 

Tidal streams which flow back and forth along a line are rectilinear, whereas those that 
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follow an elliptical circuit (due to the coriolis force) are rotary. The ellipse traced out by a 

tidal current vector in a rotary flow regime is called a tidal ellipse (see also Chap. III Sec. 9). 

 

synodical month see month 

 

syzygy  

The condition whereby the sun, earth and moon are in alignment. See also quadrature. The 

term syzygy is surely used far less often by tidallists than by players of word games. 

 

TASK-2000  

A computer software package for the prediction of tides created by the Institute of Ocean 

Sciences, UK. 

 

ter-diurnal see species 

 

thermocline  

A layer in which the temperature decreases significantly (relative to the layers above and 

below) with depth. The principal ones are designated diurnal, seasonal, and main 

thermocline. A common feature of thermoclines is the presence of internal tides.    

 

tidal bore  

A tidal bore is a moving hydraulic jump caused by tidal propagation up a river. Hydraulic 

jumps are familiar as the abrupt changes in water level that occur, for example, in a gutter 

after a heavy rain. In that case, they are stationary, whereas others, such as tidal bores, may 

propagate as a special type of wave. One of the world’s largest tidal bores, on the Qiantang 

(formerly spelled “Tsien Tang”) River near Hangchow, China, has been known to reach 

nearly ten metres (Figure VI.10). 
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"Not all bores are boring." 

 

Figure VI.10  Tidal bore on Qiantang 

River. Photo credit: Dr. J.E. Jones, 

Proudman Oceanographic Institute, UK.  

 
 

tidal datum or tidal plane  

The various tidal water levels – low water, mean sea level, etc. – are known collectively as 

“tidal planes”, "tidal datums", "tidal levels", "tidal elevations" or "datum planes". The word 

“datum” in relation to nautical charts means a reference level. The depths on the charts are 

measured downwards from the reference level, known as "Chart Datum" or CD. 

high/low water (HW/LW): the highest/lowest level reached by the water during one tidal 

cycle. Also called high tide.  - AHS1. 

higher high water (HHW/HLW): The highest of the high/low waters of any specified tidal day 

due to the declinational effects of the Moon and Sun. - AHS. Normally a consequence of a 

significant diurnal component. 

highest/lowest astronomical tide (HAT/LAT): The highest/lowest tide level which can be 

predicted to occur under average meteorological conditions and under any combination of 

astronomical conditions. -AHS. Note: LAT is the baseline for the purposes of defining 

Australia's maritime boundaries in compliance with the UN Convention on the Law of the 

Sea. 

Indian spring high/low water (ISHW/ISLW): an elevation depressed above/below mean sea 

level by the amount equal to the sum of amplitudes of the four main harmonic constituents: 

M2, S2, K1 and O1. - AHS. It is an approximation to the level to which the sea level is likely 
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to rise/fall during a typical spring tide. Originally devised for the Indian Ocean by that 

granddaddy of tidallists, Sir George Darwin. - AHS. 

lower high/low water (LHW/LLW): The lowest of the high/low waters of any specified tidal 

day due to the declinational effects of the Moon and Sun. - AHS. 

Lower low water, large tide (LLWLT): average of all the lower low waters, one from each of 

19 years of predictions. - CTM2 

mean higher high/low water (MHHW/MHLW): the mean of the higher of the two daily 

high/low waters  over a specified interval, usually a nodal cycle (19 years). Applicable in 

diurnal or mixed ports. - AHS. 

mean higher high water (NOAA version): The average of the higher high water height of each 

tidal day observed over the National Tidal Datum Epoch. For stations with shorter series, 

simultaneous observational comparisons are made with a control tide station in order to 

derive the equivalent datum of the NTDE. - NOAA3. Others like MHLW are given similar 

definitions. 

mean higher high/low water (harmonic versions): 1120 OKMZ +++ , 

)( 1120 OKMZ +−− . 

mean lower high/low water (MLHW/MLLW): the mean of the lower of the two daily high/low 

waters  over a specified interval, usually a nodal cycle (19 years). Applicable in diurnal or 

mixed ports. - AHS. 

mean lower high/low water (harmonic versions): )( 1120 OKMZ +−+ , 

)( 1120 OKMZ ++−  

mean high/low water springs: The average of all high/low water observations at the time of 

spring tide over a period time (preferably 19 years). - AHS. 

mean high/low water springs (harmonic versions): 220 SMZ ++  , 220 SMZ +− .  

mean high/low water springs:  The average of the levels of each pair of successive high/low 

waters, during that period of about 24 hours in each semi-lunation (approximately every 14 

days), when the range of the tide is greatest. - LINZ4. 
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mean high/low water neaps: The average of all high/low water observations at the time of 

neap tide over a period time (preferably 19 years). - AHS. 

mean high/low water neaps (harmonic versions): 220 SMZ −+  , 220 SMZ +− .  

mean sea level: the mean of sea level observations or residuals; to account for the nodal 

cycle, 19 years of data are required. 

neap high/low water: same as MHWN/MLWN 

spring high/low water: same as MHWS/MLWS 

 
1AHS: Australian Hydrographic Service glossary 

(http://www.hydro.gov.au/prodserv/tides/tidal_glossary/tidal_glossary.htm) 
2CTM: Canadian Tidal Manual 
3NOAA: United States National Oceanographic and Atmospheric Administration glossary 

(http://co-ops.nos.noaa.gov/tideglos.html) 
4LINZ: Land Information New Zealand glossary 

(http://www.hydro.linz.govt.nz/tides/info/tideinfo5.asp) 

 

tidal prism  

Where the tide moves up and down the lower reaches of a river,  a volume, known as the tidal 

prism, of fresh water is displaced each tidal cycle. The tidal prism takes its name from the 

fact that the front between fresh and salt water is often inclined to the vertical, with the 

downstream edge of the fresh water riding over the salt.  

 

tidal wave  

The response of the ocean to the gravitational forcing of the sun and moon includes the 

generation of various types of large-scale waves, generically called tidal waves. Sometimes 

this term is used incorrectly as a synonym for tsunami.  
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tidal pumping 

 

This term is used in various contexts, including those of coastal aquifers and the bringing of 

nutrient-rich offshore water into the shallower regions. In the former case, the rise and fall of 

the tide is often accompanied by a delayed and reduced oscillation of water level in nearby 

wells. The latter context usually involves a relatively large flood tide bringing water up and 

into a bay or other semi-enclosed area, where it mixes with water from previous high tides 

before draining more slowly back to the open ocean. Submarine canyons across the 

continental shelf may also cause a rectified flow with a net increase of nutrients in the upper 

layer. 

 

Time and tide: the English word for "time" goes back to an ancient Indo-

European form used about six thousand (6000) years ago: "dai-". By the 

time people were speaking Germanic, about two thousand years ago, 

"dai-" was being used in two Germanic words: "tídiz" (meaning "a 

division of time", and "tímon" (meaning something like "an appropriate 

time [at which to do something]"). The "tídiz" word became Old English 

"tíd" and then finally "tide". 

- Adapted from Word Lore, http://hea-www.harvard.edu/ECT/Words/. 

 

tropic tides  and tropic ranges 

At latitudes near the maximum declination of the moon (which varies between 18.3° and 

28.6° latitude north and south over the course of the nodal cycle) the diurnal tides are greatest 

when the moon is near maximum declination. These so-called “tropic tides” are the 

equivalent of the more common spring tides, with the beat frequencies being diurnal (eg. O1 

and K1) instead of semi-diurnal. The beat period for O1 and K1 is 13.66 days. The tides at 

Karumba, Queensland, which are dominated by O1 and K1, exhibit this pattern (Figure 

VI.11). The term may be slightly misleading in that the “Tropics” on the earth are the 
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latitudes ±23.5° where the sun’s declination reaches its maximum (see solstitial tides); 

nevertheless, the Tropics are also the maximum declinations of the moon when averaged over 

a nodal cycle. The range (peak to peak distance between high and low tide) at the time when 

these diurnal tides are greatest is known as the tropic range (vide). 
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Figure VI.11  Predicted tidal heights at Karumba, Queensland (latitude 17° 29' S) 

over a one month period. Full and new moons are indicated. The beat cycle is caused 

by O1 and K1. 

 

 

tsunami  

Not a tidal term, but included because it is sometimes incorrectly called a “tidal wave”. A 

tsunami is an ocean wave caused by a disturbance such as an undersea earthquake or 

landslide, whose wavelength is long compared to the water depth.   

 

twenty-nine day analysis 

The analysis of 29 days of tidal observations. 29 days contains a near-integral multiple of the 

periods of the four major constituents, M2 (period = 0.518 d), S2 (0.500 d), O1 (1.076 d), K1 

(0.997 d). Viz.:  29/0.518 = 55.98, 29/0.500 = 56, 29/1.076 = 26.95, 29/0.997 = 29.09. For 

this reason time-stepping numerical models driven at the boundary by these four constituents 
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are sometimes run for 29 days (following spin-up). Near-integral multiples also occur at 59, 

355, and 738 days. Some early tidal prediction algorithms also required 29 days of hourly 

data, but with modern computers these restrictions rarely apply.  

 

Universal Time (UT)  

Universal Time is a shorthand term, usually used synonymously with Greenwich Mean Time 

(GMT). Neither is used when accuracy greater than one second is called for. In that case, one 

of the versions of UT, such as UT1 or UTC is required. 

 

upwelling  

In the context of tides, upwelling (upwards movement of water) can occur as a result of 

periodic flow over uneven topography, especially submarine canyons on the continental 

shelf. Upwelling is more often associated with alongshore winds combined with the coriolis 

effect, or spatially divergent wind fields over the open ocean, but tidal upwelling can also 

lead to significant flux of nutrients into the photic zone. 

 

Van de Casteele test 

A test designed to detect flaws in the mechanical operation of tide gauge chart recorders. A 

measurement is taken of the positive distance between a fixed point near the top of the gauge, 

down through the stilling well to water level. The sum of this distance, which is a maximum 

at low tide, and the tide gauge reading should be constant through a full tidal cycle. The sum 

when plotted against the measured distance (with the latter plotted on the vertical axis) should 

therefore be a vertical line. Deviations from the straight line can be interpreted as faults such 

as backlash in the gauge mechanism, scaling error, etc. A full description of the test and 

interpretation is available online from UNESCO/IOC Manual 14: 

https://www.psmsl.org/. 

 

vanishing tide see dodge tide 
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variational see evection and variation 

 

year 

Four different types of year are of significance to tides. The sidereal year is the period taken 

by earth complete a single orbit of the sun, 365.2564 mean solar days (msd). The tropical 

year, which is measured in relation to the beginnings of the various seasons (specifically, 

successive vernal equinoxes), is slightly shorter than the sidereal year as a consequence of 

precession. The axis of the earth is tilted at about 23½° degrees to the perpendicular of the 

orbital plane.  The axis slowly precesses about the perpendicular, in the manner of a 

“sleeping top”. If it completed a single precession in one day, then we would experience four 

seasons in a single day. Of course, this is not the case – 26,000 years are required for each 

precession. This means that the seasons advance 1/26,000th part per sidereal year faster than 

they would without precession, and the tropical year is therefore only 365.2422 msd. (Note 

that this precessional motion is independent of the 20,942 year perihelion cycle.) Finally, 

there is an anomalistic year, which is the period between successive perihelia. Just as the 

anomalistic month is slightly longer than a sidereal month, the anomalistic year, 365.2596 

msd, is slightly longer than a sidereal year. Of the three types of year, the anomalistic is of 

greatest importance in tides. The longitude of the sun (λh) undergoes a complete cycle in one 

tropical year. The final type of year, the Julian year, is a rather artificial construct in 

comparison to the others. It is defined as 365.25 days. 
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